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Chapter 1

Introduction

This manuscript synthesizes the research I have conducted in the field of Deep Neural

Networks (DNNs) since completing my Ph.D. thesis. At the heart of my work is an

exploration of DNN algorithms renowned for their ability to solve complex tasks such

as image classification and object detection. Driven by the dual challenges of opti-

mizing learning strategies and questioning the necessity of current model complexities,

my research aims to not only refine these algorithms but also to address their broader

implications, including their potential for bias and how to address such a threat.

Central to my investigation are two interlinked questions.

• How can we enhance DNNs’ learning capabilities to focus on relevant information

automatically?

• Can we achieve efficient model performance without the extensive computational

demands currently seen as necessary?

These research questions led me to explore model pruning and debiasing - efforts that not

only seek to enhance the understanding we have regarding AI algorithms by optimizing

the size of these models, but also to mitigate potential biases in the obtained solution.

The core of the research I have conducted this far lies in properly conditioning learning

problems. This can be declined in a broad range of cases, from correcting ill-posed

problems (like in the case of algorithmic bias occurrence), to preventing overfit. In

both cases, regularization, namely a process that either adds an explicit term to the

optimization problem or is implicitly included through extra constraints, can come to

the rescue and propose elegant and effective solutions.

Timeline of my Work As a conclusive work for my Ph.D., I began working on the

theme of neural network pruning [11]. This was the starting point of my exploration in

1
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Regularization for DNNs

Complexity reduction

Compress architecture:

• Structured pruning [1,
14, 15, 16, 17, 18, 19]

• Unstructured pruning [2,
3, 4, 20, 21, 22]

• Entropy coding [5]

Compress gradient:

• Preserve the
performance [6, 23,
24]

• Memory/
computation budget
[25, 26]

Feature selection

Debiasing:

• Supervised
[7, 8, 27, 28]

• Unsupervised
[9]

Information
filter [10, 28, 29, 30]

Figure 1.1: Research topics overviewed in the manuscript.

the field of neural network compression, conducted during my postdoc at the University

of Turin, between 2019 and 2021 and leading as well to some of my recent efforts that

evolved to concepts like layer collapse [15] or gradient compression [6, 26]. My engage-

ment in the field is also witnessed by my participation in the European Lighthouse of AI

for Sustainability (ELIAS), collaborating in the task “Reducing the energy requirements

of computation”. During the years of my postdoc I also collaborated, in the frame of

the European project DeepHealth, to the realization of three medical usecases, which

gave me the opportunity to get in touch with the problem of performing a proper fea-

ture selection to achieve better control on the DNN output generation. The problem of

managing biased outputs in DNNs culminated in the early works of COVID detection

from radiographic images, prophetically claimed as “working” but heavily affected by

biases [31]. This experience motivated my will to explore two research axes in parallel

(complexity reduction and feature selection), even when moved to Télécom Paris in 2021.

Already in 2020, I believed that the two axes one day will join, as also witnessed by

some preliminary experiments [28]. A summary of the topics treated in the manuscript

is provided in Fig. 1.1. Beyond these, I have pursued related challenges, which include

(but are not limited to) neural network watermarking [12, 32, 33], application of deep

learning to medical tasks [31, 34, 35, 36, 37, 38, 39], input compression for novel view

synthesis [40], video extrapolation [41, 42], learned image compression [43, 44], capsule

networks [45] and efficient ensembling [13].

Complexity Reduction The advent of GPUs has undeniably propelled the scalability

and usability of DNNs, enabling the execution of increasingly sophisticated models.

More specifically, their ability to massively parallelize a sequence of operations like sums

and products resulted in a great match with the requirements of Deep Learning. From

that, we witnessed fast-paced scientific progress oriented to training deeper and deeper

models. Among these, some notable knowledge bricks resulting essential for the current

practice in deep learning include (but are not limited to):

https://elias-ai.eu/
https://elias-ai.eu/
https://deephealth-project.eu/
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• the advent of the ReLU activation [47, 48, 49];

• the design of the Xavier initializer before [50] and the Kaiming one later [51];

• the proposal of skip connections [52];

• the advent of the Adam optimizer [53];

• the design of self-attention layers, leading to transformer architectures [54].

All of this progress set the ground for the uprisal of foundation models [55]: large-scale

models trained on a massive quantity of (heterogeneous) data, potentially adaptable to a

broad variety of downstream tasks. While in principle employing these models in transfer

learning or adaptation scenarios is convenient when dealing with small data, they pose

some practical problems in terms of efficient adaptation to specific tasks (fine-tuning),

and at deploy time (in terms of both energy and memory consumptions).

One critical metric to estimate computational efficiency for a DNN is Floating Point

Operations Per Second (FLOPs), which serves as a first benchmark for computational

demand. Looking even at more traditionally employed architectures like ResNet-50, it

requires 7.7 GFLOPs for image processing tasks (at the typical ImageNet resolution).

It is known that these architectures can be optimized: for example, MobileNet demands

only 1.1 GFLOPs while achieving comparable accuracy. Such a gap evidently exists

for more modern architectures and extends to other applications like Natural Language

Processing, where the computational requirements can escalate to TFLOPs.

Despite the advancements in DNN design, many hand-crafted architectures exhibit over-

parameterization. To address these inefficiencies, my initial efforts were focused on

pruning techniques, aimed at removing redundant or superfluous parameters. According

to recent trends in the field, the imperative to mitigate the energy consumption of deep

models has gained more and more momentum, encapsulating this challenge within the

fields of efficient edge AI and leading to the achievement of a “frugal AI”.

This background underscores the first core aspect of my research: finding a proper trade-

off between computational power and efficiency, framed within the context of sustainable

and responsible AI development.

Feature Selection In the last decade, the over-excitement of the potentialities in

terms of performance offered by deep learning pushed the models to be progressively

more complex and sophisticated, sometimes obfuscating key aspects like transparency

and explainability. This gap prompted legislative bodies, such as the European Com-

mission, to propose regulatory frameworks like the Artificial Intelligence Act (AI Act)
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in 2021. This act categorizes certain AI technologies as “high-risk” due to their po-

tential societal impacts, spanning sectors from education to financial services. The call

for (more) stringent guardrails imposes to address problems like the learning of spuri-

ous data correlations by DNNs: a phenomenon that might generate a bias in the AI

outcomes. This bias manifests in two primary forms:

• algorithmic, emerging from the technicalities of AI development;

• social, a reflection of the broader effect on consequences discrimination-wise.

Although intrinsically linked together, addressing biases necessitates distinct approaches,

from data curation to accounting for the effect a design might have. My research delves

into this complexity, questioning (in the longer term) whether it is feasible to devise

models that are both computationally efficient and (algorithmically) unbiased. The

ultimate goal will be then to obtain models that leverage minimal computation without

compromising on performance, avoiding them relying on (simpler) spurious correlations

that lead to biases.

Considering these aspects, my work’s ambition is not only to contribute to the technical

evolution of DNNs but also to comply with upcoming regulations in the matter of AI,

which shape the future of artificial intelligence. This dual focus emphasizes the need for

a unified perspective between complexity reduction and feature selection.

1.1 Regularization and its Role in Deep Learning

Background on Regularization Pinpointing the exact birth of regularization meth-

ods poses a challenge, but they are commonly associated with the groundbreaking con-

tributions of Tikhonov, as evidenced in seminal works such as [56, 57] and following

efforts devoted by the community [58, 59]. The major motivation behind the first de-

velopments of regularization derives from the concept of ill-posedness, as a counterpart

for well-posedness.

A problem is well-posed if a solution to it:

1. exists;

2. is unique;

3. depends continuously upon the input data.
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Pioneering works around well-posed problems are attributed to Jacques Hadamard in the

context of partial differential equations [60]. In Hadamard’s idea, physical phenomena

should be described by mathematical models showcasing the three core characteristics

of well-posed problems: some examples of this are indeed the Dirichlet problem for

Laplace’s equation and the heat equation (with known initial conditions). However,

inverse problems like denoising, compressive sensing, and training a DNN are often

ill-posed, which poses both theoretical and practical challenges to their solution.

From the outset, it was recognized that to compute meaningful solutions it is necessary

to approximate ill-posed problems with well-posed ones, often through parameterized

families governed by some regularization parameter(s). Tikhonov, drawing from his

background in topology, initially explored restricting the problem domain to compact

sets in various topologies, leading to the concept of conditional well-posedness. In Hilbert

spaces, norm balls around the origin emerged as a natural choice, being compact in the

weak topology: the radius of these balls, or its inverse, naturally served as the regular-

ization parameter, a method referred to as the “selection method” for solutions, yielding

to what are named as quasi-solutions. For example, give a least-squares minimization

problem ∥xW − ŷ∥22 where x is the input, W represents the model’s parameters, and ŷ

is the target output, it is possible to favor specific solutions to the problem by including

in the objective function to be minimized, for example, an extra term λ
2∥W ∥22, with λ

being a Lagrange multiplier.

From these developments, in the following half-century, a multitude of approaches to

regularize ill-posed problems have been proposed for a broad range of applications, of

which some notable applications include:

• the employment of linear filters to smoothen noisy data [61, 62];

• the development of the approximate inverse method [63];

• truncated singular value decomposition [64, 65];

• approaches for inversion of non-linear systems [66];

• the steepest descent methods [67];

• regularized Newton methods [68].

Although this list of contributions is by far non-representative of the many contributions

in the field of regularization for ill-posed problems, to which a comprehensive analysis

is provided by [69, 70, 71], it appears evident the big contribution of these foundational

works to solving ill-posed problems, with clear applications to deep learning and machine

learning in general.
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Focusing on the matrix inversion issue (i.e. determining the parameters of a system), the

issue of ill-posedness based on determinants is well-known, and if paired with non-linear

functions, it can lead to multiple extrema, thereby violating the well-posedness required

for optimization. However, despite the awareness of ill-posedness, these techniques are

frequently employed: such effect is mild through the inclusion of regularization that can

be either:

• explicit, like the commonly known ℓ2 regularization - also referred to as weight

decay ;

• implicit, like with methods such as early stopping or outlier removal.

Through the employment of these techniques, with proper tuning of related hyper-

parameters, a unique (family of) solution(s) for the model can be obtained. Evidently,

the design and careful tuning of the regularization mechanism becomes crucial to the

success of the model’s training.

1.2 The Role of Regularization in my Work

While advancing complex DNN architectures, one of the core challenges is to achieve

a complete understanding of the underlying mechanisms enabling learning. Achieving

this is extremely challenging, but the integration of regularization functions can help

the research to progress in such a direction.

Introducing a regularization term based on the ℓ0 norm to determine the cardinality of

the model’s parameters, coupled with the conventional loss function, is twice effective: it

not only facilitates the learning of the designated task by avoiding over-parametrization,

but also reduces the computation complexity of the model itself. A proper design of a

differentiable version for the ℓ0 norm still remains a challenge, despite multiple efforts

devoted by the community [72, 73, 74]. A promising approach involves designing al-

gorithms capable of decomposing deep models into many sub-networks, of which the

input-output function would be a-priori known. Achieving this would enable the ap-

plication of cutting-edge optimization techniques to simplify the model’s complexity in

both an effective and interpretable way. Such exploration reflects a core aspect of my

research, underscoring a commitment to enhancing the functionality and efficiency of

DNNs.

The foundational pillars of my investigation - the analysis of DNNs’ learned represen-

tations and their parameterizations - are hence deeply connected. While these domains
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have traditionally been explored in isolation, their mutual dependence is intriguing, and

sets the path towards effective model compression and, in the longer run, even enhanc-

ing interpretability. As such, the second research area presented in this work is bound

to what I name after feature selection, intended as constraining internal features of the

model to encode specific information. As such, the fields of debiasing and information

filtering are very compatible with such an objective, given that some specific information

flowing in the DNN should be either weighted or entirely filtered. Originating from tech-

niques that prune DNNs and constrain information processing, my research’s ambition

in the long term will be to tackle both in synergy.

I wish to highlight that, in the interest of brevity, this manuscript does not fully en-

capsulate the entirety of my research endeavors. Certain investigations are currently in

their infancy, and others, though relevant, necessitate detailed exploration beyond the

scope of this document (as an example, my studies on DNN watermarking). A catalog

of most of my publications is provided at the end of the manuscript.

1.3 Structure of the Manuscript

This manuscript is structured around pruning and debiasing, the two main axes of re-

search led through my research years. I first discuss pruning, providing an overview of

the state-of-the-art and my research’s contributions, and integrating the new research di-

rections and implications of model compression in terms of scalability of trained models

and of back-propagation itself (Chapter 2). Then, I will provide a discussion of the prob-

lem of bias in DNNs, providing an overview of the currently most popular approaches

and of my contributes in the field (Chapter 3). Finally, I will provide an overview of my

current and prospective research (Chapter 4).



Chapter 2

Pruning in Deep Neural Networks

In this Chapter, I will discuss pruning, one of the possible approaches to reducing the size

of a DNN model. Traditionally this literature tackles the problem of reducing the number

of learnable parameters of a neural network as a proxy for their complexity: architec-

tures such as AlexNet and VGG, conceptualized before 2015, already had a complexity

in the order of 60 and 130 million parameters respectively. Similar architectures can be

challenging to deploy in scenarios where resources such as memory or storage are lim-

ited. For example, already the 8-layer AlexNet [75] memory footprint exceeds 240 MB,

whereas the 19-layer VGG-Net [76] exceeds 500 MB. Currently employed architectures

such as Residual Neural Networks (ResNets) and Vision Transformers (ViT) showcase

similar memory requirements or go even beyond. The need for compact DNNs is wit-

nessed also by the fact that the Moving Pictures Experts Group (MPEG) of ISO has

broadened its scope beyond multimedia contents issuing an exploratory call for proposal

to compress neural networks [77].

Notably, other approaches are possible to cope with neural networks’ memory require-

ments, inference time, and energy consumption. For example, re-designing the network

topology by enforcing precise neural connectivity or weight sharing, can reduce the num-

ber of parameters, or the complexity of the network [52, 78]. This can be achieved by

handcrafted designs, of which MobileNet is one of the most exemplificative architec-

tures [79], or by automatic architecture-generating approaches, typically referred to as

Neural Architecture Search agorithms [80, 81]. Another possible approach to model

complexity’s reduction involves the reduction of the numerical precision required to

store the model or to perform computation [82, 83, 84]. Although related, pruning

techniques aim at learning sparse topologies by selectively dropping synapses between

neurons (or neurons altogether when all incoming synapses are dropped). The major

difference established by pruning relies upon a strong prior pruning benefits from the

8
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initial unpruned model, and by the fact that unpruned parameters preserve the same

numerical precision. Although some hybrid approaches are currently in use [84, 85], we

will focus here on pure pruning approaches.

Pruning is favored by the broadly known knowledge that DNNs are typically over-

parametrized [86, 87]. Attempts to reduce the number of parameters from learned

models deepen its roots in the past. In 1989, Mozer and Smolensky proposed skele-

tonization, a technique to identify less relevant neurons in a trained model and to re-

move them [88]. This is accomplished by evaluating the global effect of removing a

given neuron, evaluated as an error function penalty from a pre-trained model. In the

same years, LeCun et al. proposed a work where the information from the second-order

derivative of the error function is leveraged to rank the parameters of the trained model

on a saliency basis [89]. This allows the selection of a trade-off between the size of

the network (in terms of the number of parameters) and performance. Despite these

works, pruning lived a revival around 2015, thanks to the big effort invested in Deep

Learning. Old approaches like [88, 89], although building the foundations for pruning,

were conceptualized for shallow and small neural networks, and can not easily scale to

deep and complex architectures. This generated the urgency to find proper trade-offs

between invested computation and the effectiveness of the proposed approach. In such

a sense, the work by Han et al. [90] opened the road to the more recent class of pruning

approaches for DNNs.

2.1 Structure of the Chapter

In this Chapter, it is first presented an overview of the commonly shared scheme for

iterative pruning approaches (Sec. 2.2). This is constituted mainly by three elements:

pruning policy, stop criterion (Sec. 2.2.2.1), and fine-tuning strategy (Sec. 2.2.2.3). After

these preliminaries, it will be presented at a glance my research as follows.

• Sensitivity-based regularization enforces sparsity at training/fine-tuning time for

the subset of parameters having gradient null. I will present a structured (Sec. 2.3.1)

and an unstructured (Sec. 2.3.2) variant of this formulation. Empirically it is ob-

served that, despite removing consistently fewer parameters than the correspond-

ing unstructured, enforcing structured pruning provides better savings in memory

and computation [16].

• Structured pruning for adapters in pre-trained models is designed. Here the spe-

cific structure of adapters is leveraged to evaluate how much they impact the

output generation and it is possible to trim them, reducing the extra memory cost
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they induce (Sec. 2.5). It has also been applied a similar approach to different

architectures, like Neural Radiance Fields, leading to comparable advantages [17].

• Under training on noisy data, the occurrence of the sparse double descent phe-

nomenon [91] undermines the applicability of the typical stop criteria due to

the double descent trend of performance evaluated on the validation set. It has

been proposed an entropy measure that indicates when entering the classical bias-

variance trade-off region, enabling these schemes. Besides, it has been observed

that knowledge distillation from large over-parametrized models avoids shallower

student models entering a double descent phase (Sec. 2.4).

• After observing that unstructured pruning makes the neural network architecture

collapse when employing rectifier units, it has been developed an approach that

reduces the depth of DNNs leveraging an “unstructured pruning” paradigm. This

is concretely reducing the depth of a DNN model via pruning (Sec. 2.6), opening

the doors to the phenomenon of layer collapse [15].

• The lottery ticket hypothesis quantitatively shows the existence - already at ini-

tialization (or in the first phases of training) - of subnetworks that, when trained in

isolation, are able to match the performance of the full model [74], I have evidenced

obstacles in finding a proper pruning strategy at initialization [23]. This analysis

inspired the formulation of a different approach, where the back-propagation graph

is pruned instead. It evaluates when neurons have reached an equilibrium condi-

tion and are not required to be further updated (Sec. 2.7). This gave birth to new

research directions: notably, porting this concept to on-device learning scenarios

where computation and memory are limited [26], or tuning the learning rate and

formulating a stop criterion based on it.

2.2 Typical Pruning Scheme

In this section, I will illustrate the typical pruning framework employed by the vast

majority of the works in the literature performing pruning. After some preliminaries

(Sec. 2.2.1), the general iterative pruning approach is presented (Sec. 2.2.2), including a

short review of typical approaches.
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2.2.1 Preliminaries and Definitions

Let a feed-forward, a-cyclic, multi-layer artificial neural network be composed of N − 1

hidden layers. We identify with n = 0 the input layer and n = N the output layer. For

the i-th neuron of the n-th layer xn,i, we define:

• yn,i as its output,

• yn−1 as its input vector,

• θn,i as its own parameters: wn,i the weights and bn,i the bias.

Figure 2.1: Simplified representation of a neuron.

Each neuron has its

own activation function

ϕn,i(·) to be applied af-

ter some affine func-

tion fn,i(·) which can be

for example a convolu-

tion or the dot prod-

uct. Hence, the output

of a neuron is given by

yn,i = ϕn,i[pn,i], where

pn,i is the post-synaptic potential of the neuron defined as pn,i = fn,i(θn,i,yn−1). A

simplified representation is proposed in Fig. 2.1.

2.2.2 Iterative Pruning Strategy

To proceed with applying an iterative pruning strategy on a target DNN trained on a

specific dataset, we need to define a pruning policy, namely the strategy to select the

parameters to remove from the model, a fine tuning strategy that aims at both recovering

the performance of the model and to enforce sparsity, and a stop criterion, telling us

when to terminate the iterative pruning algorithm. An overview of the typical iterative

pruning scheme is presented in Fig. 2.2.

2.2.2.1 Pruning Policy and Stop Criterion

While most of the research focuses on how to perform fine-tuning, some devote their

efforts to jointly optimizing the model and providing specific metrics to rank the pa-

rameters or the neurons to remove from a DNN model. Despite big research efforts
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devoted in the last years, it has been found that ranking the parameters simply by their

magnitudes provides a fair trade-off in terms of performance and computation complex-

ity [92]. This is due to multiple effects, which include the regularizing effect of weight

decay. Despite this, finding the optimal threshold for the parameter’s removal remains

an open challenge, as most of the pruning algorithms fix it as a hyper-parameter.

The act of removing parameters from a DNN model is often referred to as thresholding.

Let us define τ(·) as a function that extracts a proper value to be employed for the

thresholding. When thresholding, we have

wn,i,j =

{
wn,i,j τ(wn,i,j) > T

0 otherwise,
(2.1)

where T is typically a hyper-parameter, or is found through a quantile function on the

parameters magnitudes distribution. For the mostly employed magnitude pruning ap-

proaches, we have that τ(·) = | · |, ranking the parameters according to their magnitude.

Similarly, gradient-based approaches rank the parameters according to the magnitude of

their gradient. Because of the stochasticity introduced by mini-batch-based optimizers,

parameters pruned during a thresholding iteration may be reintroduced by the follow-

ing fine-tuning iteration. To overcome this effect, pruned parameters are enforced not

to be updated during the following training iterations: we can name this behavior as

parameter pinning).

Figure 2.2: A general training procedure for iterative pruning approaches.
Image adapted from [1].



Pruning in Deep Neural Networks 13

Figure 2.3: A possible dynamic threshold selection strategy for pruning. Given an
initial model loss L̂ and a relative allowable worsening of the loss TWT , the algorithm
finds the threshold T to prune the parameters and stops when the search interval ∆T

drops below ε. Image adapted from [3].

Within my research, as an alternative to mainstream approaches, I have proposed a

method in [1, 3] where the threshold T is found as a function of a relative worsening

of the loss evaluated on the validation set. The pruning threshold T is selected so

that the performance worsens at most of a relative value we call thresholding worsening

tolerance (TWT ) we provide as a hyper-parameter. We assume that, for small induced

perturbations, the loss function is locally a smooth, monotone function of T , if the

parameter’s population is sufficiently large. The threshold T can be found using a

bisection approach, converging to the choice of T value in log-time steps. A schematic

overview of this approach is provided in Fig. 2.3.

Finally, the typical stop criterion is informally synthesized as “the iterative procedure is

stopped when the performance degrades too much”. This means that, given the initial

model, the performance on a validation set is recorded, and when the fine-tuning can not

recover it (potentially within a certain tolerance), then the whole iterative procedure is

stopped. We will see that this can lead to some threats when working with real, noisy

datasets, due to a sparse double descent effect, in Sec. 2.4.

2.2.2.2 Zero-shot Pruning

Recently, it has been observed by Frankle and Carbin that only a small portion of

parameters are relevant to successfully conduct a model’s training [74]. This is also

known as the lottery ticket hypothesis, which underlying suggests that all the other
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parameters can be removed from the learning process before training, without affecting

the network performance. These latter parameters can effectively be determined a-

posteriori, and the current challenge is to find ways to determine them before training.

Lots of efforts have recently been devoted towards making pruning mechanisms more

efficient: for example, Wang et al. show that some sparsity is achievable pruning weights

at the very beginning of the training process [93], Liebenwein et al. build saliency scores

to rank filters to be pruned [94], or Lee et al., with their “SNIP”, are able to prune

weights in a one-shot fashion [95]. However, these approaches achieve limited sparsity

only, while strategies based on iterative pruning usually enable higher sparsity [20].

I have shown that the difficulty of performing zero-shot pruning is due to improper man-

agement of extreme pruning in the loss landscape. More specifically, when removing a

parameter a perturbation is introduced in the DNN model, which causes a drastic change

in the local landscape of the loss [23]. Without a proper thresholding mechanism, or

rather a look-ahead mechanism as in the lottery ticket hypothesis, it is unfortunately

very easy to land in locally flat regions for the loss, making the optimization problem

hard. On the contrary, as we will see in Sec. 2.7, it is possible to save computation in

back-propagation by resorting to pruning the back-propagation graph, even at initial-

ization. Notably, this problem has recently potentially found a way out, where some of

the research is being ignited by the Neural Tangent Kernel theory [96] and finds one of

its recent expressions in NTK-SAP [97].

2.2.2.3 Fine-tuning Strategies

Dropout Dropout aims at preventing a network from over-fitting by randomly drop-

ping some neurons at learning time [98]. Despite dropout tackling a different problem, it

has inspired some techniques aiming at sparsifying deep architectures. Kingma et al. [99]

have shown that dropout can be seen as a special case of Bayesian regularization. Fur-

thermore, they derive a variational method that allows to use dropout rates adaptively

to the data. Molchanov et al. [73] exploited such variational dropout to sparsify both

fully-connected and convolutional layers. In particular, the parameters having a high

dropout rate are always ignored and they can be removed from the network. Even if this

technique achieves good performance, it is quite complex and it is reported to behave

inconsistently when applied to deep architectures [100]. Furthermore, this technique re-

lies on the belief that the Bernoulli probability distribution (to be used with dropout) is

a good variational approximation for the posterior. Another dropout-based approach is

Targeted Dropout [101]: here, fine-tuning the ANN model is self-reinforcing its sparsity

by stochastically dropping connections. They also target structured sparsity without,

however, reaching state-of-the-art performance.
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Regularization-based Pruning Regularization-based approaches rely on an ex-

plicit regularization term (designed to enhance sparsity) to minimize the loss function

at training time. Louizos et al. propose a proxy for the ℓ0 regularization to prune the

network parameters during training [72]. Such a technique penalizes the non-zero value

of a parameter vector, promoting sparse solutions. As a drawback, it requires solv-

ing a complex optimization problem, besides the loss minimization strategy and other

regularization terms. In [102], Wen et al. propose a regularizer based on group lasso,

whose goal is to cluster filters in convolutional layers. However, such a technique can-

not be generalized to bulky fully-connected layers, where most of the complexity (in

terms of number of parameters) lies. A sound approach towards pruning parameters

consists of exploiting a ℓ2 regularizer in a prune-and-finetune scheme. In particular, a

standard ℓ2 regularization term is included in the minimized cost function (to penalize

the magnitude of the parameters): all the parameters dropping below some threshold

are pinpointed to zero, thus learning a sparser topology [92]. Such an approach is ef-

fective since regularization replaces ill-posed problems with nearby and stable ones by

introducing a prior on the parameters [103]. However, as a drawback, this method re-

quires preliminary training to learn the threshold value; furthermore, all the parameters

are blindly, equally penalized by their ℓ2 norm: some parameters, which can introduce

large errors (if removed), might drop below the threshold because of the regularization

term. This introduces sub-optimalities as well as instabilities in the pruning process.

Guo et al. attempted to address this issue with their DNS [104], where they propose

an algorithmic procedure to correct eventual over-pruning by enabling the recovery of

severed connections, or another possible approach has been proposed by He et al. with

a “soft pruning” strategy [105, 106]. Overall, the general lack of these formulations lies

in an explicit dependency of regularization strategies to the loss function.

2.3 Sensitivity-based Approaches

In this section, it is first formulated the sensitivity of the output of a DNN with respect

to the post-synaptic potential of a target neuron. If such a value is low, then we can

introduce a regularization that attempts to drive the norm of its parameters to zero

and to be, eventually, pruned (Sec. 2.3.1). Then, this is extended to a variant where we

target specific parameters (Sec. 2.3.2). As a reference scenario, according to the vast

majority of the literature, a multi-class classification problem with C labels is considered;

however, the same strategy can be extended to also other learning tasks.
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2.3.1 Neuron Sensitivity

It will be here presented the work “Serene: Sensitivity-based regularization of

neurons for structured sparsity in neural networks” [1]. It builds its foundations

on my prior work “Learning sparse neural networks via sensitivity-driven regu-

larization” [2].

Here I introduce the definition of neuron sensitivity. In this case, the objective would be

to prune entire neurons rather than single parameters to achieve what is referred to in the

literature as structured sparsity [102, 107, 108]. Let us assume that a pre-trained network

is already provided (and eventually trained through any vanilla training strategy). To

estimate the relevance of the i-th neuron belonging to the n-th layer, we evaluate the

neuron contribution to the network output yN . To this end, we first provide intuition

on how small variations of the post-synaptic potential pn,i of the neuron affect the k-th

output of the network yN,k. By a Taylor series expansion, for small variations of pn,i,

let us express the variation of yN,k as

∆yN,k ≈ ∆pn,i
∂yN,k

∂pn,i
. (2.2)

In the case ∆yN,k → 0, ∀k, for small variations of pn,i, yN,k does not change. Such a

condition allows to drive the post-synaptic potential pn,i to zero without affecting the

network output yN,k (and, for instance, its performance). Otherwise, if ∆yN,k ̸= 0, any

variation of pn,i might alter the network output, possibly impairing its performance. We

can now properly quantify the effect of small changes to the network output by defining

the neuron sensitivity. The sensitivity of the network output yN with respect to the

post-synaptic potential pn,i of neuron xn,i is:

Sn,i(yN , pn,i) =
1

C

C∑

k=1

∣∣∣∣
∂yN,k

∂pn,i

∣∣∣∣ . (2.3)

Intuitively, the higher Sn,i, the higher the fluctuation of yN for small variations of pn,i.

Before moving on, we would like to clarify our choice of leveraging the post-synaptic

potential pn,i rather than directly the neuron output yn,i in (2.3). To understand our

choice, we re-write (2.3) using the chain rule:

Sn,i(yN , pn,i) =
1

C

C∑

k=1

∣∣∣∣
∂yN,k

∂yn,i
· ∂yn,i
∂pn,i

∣∣∣∣ . (2.4)

https://ieeexplore.ieee.org/abstract/document/9456024
https://ieeexplore.ieee.org/abstract/document/9456024
https://proceedings.neurips.cc/paper/2018/hash/04df4d434d481c5bb723be1b6df1ee65-Abstract.html
https://proceedings.neurips.cc/paper/2018/hash/04df4d434d481c5bb723be1b6df1ee65-Abstract.html
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Without loss of generality, let us assume
∂yN,k

∂yn,i
̸= 0. Under the hypothesis that pn,i < 0,

in case we are employing a rectifier activation such as ReLU,
∂yn,i

∂pn,i
= 0 for the considered

ReLU activation. Had we written (2.3) as a function of the neuron output yn,i, the

vanishing gradient
∂yn,i

∂pn,i
= 0 would have prevented us from correctly estimating the

neuron sensitivity.

Boundaries for the Sensitivity Given the complexity of efficiently coding (2.3) in

traditional automatic differentiation schemes (given that each possible output channel

k should be back-propagated in parallel), two computationally cheaper bounds to the

sensitivity function were derived. Popular frameworks for DNN training rely on dif-

ferentiation frameworks such as autograd, for automatic variable differentiation along

computational graphs. Such frameworks take as input some objective function and auto-

matically compute all the gradients along the computational graph. The major difficulty

in (2.3) lies in the need of computing the absolute value of the whole chain rule, output

element per output element. A lower bound to the sensitivity in (2.3) can be computed

as

Slow
n,i =

∣∣∣∣∣
1

C

C∑

k=1

∂yN,k

∂pn,i

∣∣∣∣∣ , (2.5)

which directly follows from the triangular inequality; and in the same spirit we can

derive the upper bound

Supper
n,i =

1

C

(
C∑

k=1

∣∣∣∣
∂yN,k

∂yN−1

∣∣∣∣

)
·

N−1∏

l=n+1

(∣∣∣∣
∂yl

∂yl−1

∣∣∣∣
)
· δn,i ·

∣∣∣∣
∂yn,i
∂pn,i

∣∣∣∣ , (2.6)

where δn,i is a one-hot vector that selects the i-th neuron in the n-th layer. Both of the

boundaries can be easily coded and requires only one back-propagation call.

Parameters Update Rule Now we show how the proposed sensitivity definition can

be exploited to promote neuron sparsification. As hinted before, if the sensitivity Sn,i

is small, i.e Sn,i → 0, then the target neuron yields a small contribution to the output

and its parameters may be moved towards zero with little perturbation. To this end, we

define the insensitivity function Sn,i as

Sn,i = max{0, 1 − Sn,i} = (1 − Sn,i) · Θ (1 − Sn,i) , (2.7)

where Θ(·) is the one-step function. Empirically it is observed that in typical DNN

learning regimes, it is rare to have Sn,i > 1, which would result in potential gradient

explosion issues. The higher the insensitivity of a neuron (i.e., Sn,i → 1 or equivalently

Sn,i → 0), the less the neuron affects the network output. Therefore, if Sn,i → 1,
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then the neuron contributes little to the network output, and its parameters θn,i can

be driven towards zero without significantly perturbing the network output. Using the

insensitivity definition in (2.7), it is proposed the following update rule:

θt+1
n,i,j = θtn,i,j − η

∂Lt

θtn,i,j
− λθtn,i,jS

t
n,i, (2.8)

where:

• the first contribution term is the classical minimization of a loss function L(·),
ensuring that the network still solves the target task, e.g. classification;

• the second one represents a penalty applied to the parameter θn,i,j belonging to

the target i-th neuron in the n-th layer, proportional to the insensitivity of the

output to its variations.

The whole approach described is here named SeReNe. Empirical results presented in [1]

show that the proposed approach enhances structured sparsity in DNNs while maintain-

ing comparable performance as traditional approaches, thanks to the regulation induced

by the sensitivity term.

2.3.2 Parameter-based Sensitivity

It will be here presented the work “Loss-based sensitivity regularization: towards

deep sparse neural networks” [3].

DNNs are typically trained via gradient descent-based optimization, i.e. minimizing the

loss function. Methods based on mini-batches of samples have gained popularity as they

allow better generalization than stochastic learning while also being memory and time-

efficient. A network parameter θn,i is updated towards the averaged direction which

minimizes the averaged loss for the minibatch, i.e. using stochastic gradient descent

or one of its variants. Our ultimate goal is to assess to which extent a variation of the

single parameter θi would affect the error on the network output yN : the parameters not

affecting the network output could be hardwired to zero, i.e. pruned away. In the same

spirit as done in Sec. 2.3.1, we can make a first attempt towards this end by introducing

a small perturbation ∆θn,i over θn,i and measuring the variation of yN as

∆yN =
∑

k

|∆yN,k| ≈ ∆θn,i
∑

k

∣∣∣∣
∂yN,k

∂θn,i

∣∣∣∣ . (2.9)

https://www.sciencedirect.com/science/article/abs/pii/S0893608021004706
https://www.sciencedirect.com/science/article/abs/pii/S0893608021004706


Pruning in Deep Neural Networks 19

A direct evaluation of (2.9), as already observed in Sec. 2.3.1, is computationally expen-

sive [2]. In this context, however, we can directly estimate the variations of the error

function, using some differentiable proxy, i.e. the loss function:

∆L ≈ ∆θn,i

∣∣∣∣
∂L
∂yN

· ∂yN

∂θn,i

∣∣∣∣ = ∆θn,i

∣∣∣∣
∂L
∂θn,i

∣∣∣∣ . (2.10)

The use of (2.10) in place of (2.9) shifts the focus from the output to the error of the

network. We can here define the sensitivity S(·) for a given parameter wi as

S(L, θn,i) =

∣∣∣∣
∂L
∂θn,i

∣∣∣∣ . (2.11)

Large S(·) values indicate large variations of the loss function for small perturbations of

θn,i. Plugging (2.11) directly in the optimization scheme is very computationally friendly,

given that ∂L
∂θn,i

should be calculated in any case to perform the loss minimization.

Given the sensitivity definition in (2.11), we can promote sparse topologies by pruning

parameters with both low sensitivity S(·) (i.e., in a flat region of the loss function

gradient, where a small perturbation of the parameter has a negligible effect on the loss)

and low magnitude. To this end, it is proposed the following parameter update rule to

promote sparsity:

θt+1
n,i = θtn,i − λΓ

(
L, θtn,i

)
− ∂L
∂θtn,i

[
η − sign

(
∂L
∂θtn,i

)
λΓ
(
L, θtn,i

)
]
, (2.12)

where

Γ (y, x) = x · P
(
∂y

∂x

)
, (2.13)

P (x) = Θ(1−|x|), and Θ(·) is the Heaviside function. In (2.12) we observe two different

components of the proposed regularization term: a weight decay-like term Γ (L,wi)

which is enabled/disabled by the magnitude of the gradient on the parameter; and a

correction term for the learning rate. In particular, the full learning process follows an

equivalent learning rate

η̃ = η − sign

(
∂L
∂θn,i

)
λΓ (L, θn,i) . (2.14)

In a nutshell, if we receive a signal from the loss gradient (meaning that we can optimize

in a given direction), the contribution from the regularization is shut down; on the

contrary, when we are in a flat region, we enforce regularization. This can be seen

as a proxy for a second-order optimization method, that tries to enforce sparsity in a

loss-aware fashion. A visualization of such an effect is displayed in Fig. 2.4.
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(a) (b) (c) (d)

Figure 2.4: Update rule effect on the parameters. The red dashed line is the tangent
to the loss function in the black dot, in blue the standard SGD contribution, in purple
the weight decay while in orange the LOBSTER contribution. Image adapted from [3].

Pruning Entropy Coding Bit streamSimplification Decompression

Figure 2.5: Neural network compression and pipeline (in the dashed box), inspired
by the MPEG-7 part 17 standard. Image taken from [16].

The overall approach described here is referred to as LOBSTER. More details, discussion,

and results are provided in [3].

2.3.3 Better Structured or Unstructured Sparsity?

It will be here presented the work “On the role of structured pruning for neural

network compression” [16].

Traditionally, a large part of the literature focused on the so-called unstructured pruning,

ie. focusing on maximizing the number of pruned parameters for a given performance

target, without imposing constraints on the resulting tensor topology (similarly to what

the objective of LOBSTER in Sec. 2.3.2). These approaches, such as those referenced

by [92, 109], often achieve very high pruning ratios but may result in randomly sparse

parameter tensors.

In contrast, structured pruning approaches impose constraints on the pruning process

to enforce a more regular structure on the pruned topology (as achieved for SeReNe in

Sec. 2.3.1). These methods, exemplified by works like [72, 102], may lead to network

representations that are easier to store in memory, despite typically achieving lower

pruning ratios due to the additional constraints.

In the spirit of assessing the potential advantages and disadvantages of either of the

two approaches, it was conducted some quantitative comparisons for either structured

https://ieeexplore.ieee.org/abstract/document/9506708
https://ieeexplore.ieee.org/abstract/document/9506708
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Table 2.1: Benchmark of pruning strategies. From the left: percentage of pruned pa-
rameters, size of the simplified network topology, and size of the compressed bitstream.
Right: inference time on different embedded devices: Raspberry Pi 3B (RPi 3B),

Huawei P20 (P20), Xiaomi MI 9 (MI9) and Samsung Galaxy S6 lite (S6L).
Table taken from [16].

Dataset Arch. Pruning
Pruning Simplified Compressed Inference time [ms]

ratio [%] topology [MB] bitstream [MB] RPi 3B P20 MI9 S6L

CIFAR-10

VGG-16

No pruning - 60.0 3.6 647 204 153 251

LOBSTER [3] 92.44 58.61 1.61 610 191 146 242

SeReNe [1] 47.16 31.02 0.34 594 99 85 106

No pruning - 2.0 0.30 580 32 30 31

ResNet-32 LOBSTER [3] 81.19 1.96 0.12 545 32 26 30

SeReNe [1] 52.80 1.0 0.09 536 25 17 25

CIFAR-100 AlexNet

No pruning - 94.6 10.1 246 131 84 168

LOBSTER [3] 98.90 48.84 0.40 224 95 67 120

SeReNe [1] 59.87 37.07 0.20 186 75 53 96

ImageNet ResNet-101

No pruning - 178.4 26.24 11919 958 416 1008

LOBSTER [3] 87.39 173.87 9.24 11879 956 403 985

SeReNe [1] 1.09 172.53 7.51 11699 929 371 974

or unstructured pruning, choosing the MPEG-7 part 17 neural network compression

pipeline (synthetically displayed in Fig. 2.5). To this, it is added a simplification stage,

where neurons having no left parameters (ie. all its parameters are removed by the

pruning algorithm) are concretely removed by the architecture, generating no memory

or computation overhead. For such a purpose, a library named simplify has been

developed and open-sourced [110].

A quantitative comparison is reported in Tab. 2.1. The models here showcase the same

performance on the trained task for a matter of fair comparison. As anticipated, unstruc-

tured pruning approaches like LOBSTER can achieve an extremely high compression

ratio, effectively removing more parameters from the network. However, structured

pruning approaches like SeReNe produce more compact and simplified network topolo-

gies, which lead to benefits in terms of memory footprint and needed storage mem-

ory, besides faster computation. Despite a larger hype regarding achieving the highest

parameter removal percentages, when deploying DNNs on general-purpose hardware,

structured pruning approaches showcase their practical effectiveness.

A deeper discussion around this topic is presented in [16].
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2.4 Pruning while Training on Noisy Data

It will be here presented the work “DSD²: Can We Dodge Sparse Double Descent

and Compress the Neural Network Worry-Free?” [4]. However, this work builds

on top of preliminary results presented in “Dodging the Double Descent in Deep

Neural Networks” [22] and “Sparse Double Descent in Vision Transformers: real

or phantom threat?” [21], whose contribute is hinted in the section.

Beyond Traditional Bias-variance Trade-off In real-world scenarios, data acqui-

sition often introduces noise [111], whether from the data collection process itself or

during labeling. Various approaches have been proposed to mitigate annotation noise.

For instance, Li et al. suggest a unified distillation framework that leverages knowledge

from a small, clean dataset and semantic knowledge graphs to rectify noisy labels [112].

Other solutions draw inspiration from the beneficial aspects of noise in biological nervous

systems. Arani et al. demonstrate that introducing constructive noise at different levels

within a collaborative learning framework can effectively train models and distill de-

sirable characteristics in the student model, particularly for training high-performance,

compact, adversarially robust models [113].

However, when limited information is available about the noise, there’s a risk of overfit-

ting the training set, leading to a phenomenon known as the “memorization phase”. In

this phase, the model memorizes individual samples from the training set and may learn

incorrect features, thus impairing its generalization performance on unseen data [114].

Extreme over-parametrization
regime

over-parametrization
under-

parametrization

Validation/test 
Loss

Size of the model

Classical regime

Figure 2.6: The double descent phenomenon
(dashed line). Image adapted from [22].

Recently, a surprising phenomenon

known as double descent (DD) [115]

has been observed in extremely

over-parametrized models. Be-

yond the traditional overfitting

regime, as the size of the model

increases, the generalization gap

between training and test per-

formance initially decreases and

then narrows further (Fig. 2.6).

This trend persists even with in-

creasingly larger models [116].

DD prompts inquiries into the optimal sizing of models to achieve the best performance

while minimizing their size. Numerous approaches have suggested employing regular-

ization functions to alleviate DD in models used for regression and classification tasks.

https://ojs.aaai.org/index.php/AAAI/article/view/29393
https://ojs.aaai.org/index.php/AAAI/article/view/29393
https://ieeexplore.ieee.org/abstract/document/10222624
https://ieeexplore.ieee.org/abstract/document/10222624
https://link.springer.com/chapter/10.1007/978-3-031-43153-1_41
https://link.springer.com/chapter/10.1007/978-3-031-43153-1_41
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Figure 2.7: Performance of ResNet-18 with different amount of noise ε on CIFAR-
10 (a) and CIFAR-100 (b). I: Light Phase. II: Critical Phase. III: Sweet Phase. IV:

Collapsed Phase. Figure taken from [4].

However, the practical application of these methods is hindered by the complexity in-

volved in optimally tuning the regularization hyperparameters and determining optimal

early stopping, as highlighted by [117].

The Sparse Double Descent While the conventional analysis of DD focuses on

transitioning from small models to larger ones, a recent study has identified a simi-

lar phenomenon occurring in the reverse direction – from an over-parametrized model

to a smaller one. This observation is made possible through pruning, and takes the

name of sparse double descent (SDD) [91]. In essence, while we know that in classical

regimes pruning can lead to performance enhancement as parameters are removed from

the model, followed by a performance drop, in SDD this trend can repeat, as sparsity

increases. Such a behavior questions traditional stop criteria as the pruning can be

wrongly early-stopped (as discussed in Sec. 2.2.2.1).

In the following, it will be first characterized the sparse double descent phenomenon

(Sec. 2.4.1), proposing a metric that hints when a model is entering the classical regime

that enables back stop criteria (Sec. 2.4.2), and then it will be proposed a regularization

strategy based on knowledge distillation that boosts the performance of a smaller student

model avoiding SDD regions (Sec. 2.4.3).
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2.4.1 Pruning Exhibits Sparse Double Descent

In this section, I will briefly report the occurrence of the sparse double descent phe-

nomenon, as observed in [91] and validated by my work [4].

Let us take a model trained on the train set Dtrain (whose performance is evaluated

on the validation set Dval). When we prune the ζ-th fraction of parameters from the

model (referred to as sparsity in Fig. 2.7), the parameters are projected to a parameter

sub-space. We here observe four phases, as also reported in [91]:

• first we have a light phase where the performance is almost constant (phase I);

• then a critical phase, where the performance degrades, occurs (phase II);

• thirdly the sweet phase where the performance increases again is observed

(phase III);

• finally, when the model becomes under-parameterized, the collapsed phase is achieved

(phase IV).

Worth of noticing, the last two phases are typically referred to as classical regime, where

the traditional bias-variance trade-off occurs, while the first two are the overparametriza-

tion regime.

Better Low or Extreme Over-parametrization? There’s currently a significant

debate regarding whether simple techniques, such as early stopping, suffice to achieve

good generalization performance. For instance, Rice et al. delve into extreme over-

parametrization for adversarially trained deep networks [118]. They note that overfitting

the training set significantly impairs robust performance in adversarially robust training

across multiple datasets, a challenge that can be addressed simply by employing early

stopping.

To combat overfitting, some works propose self-training to smooth logits, coupled with

stochastic weight averaging trained by the same model [119], or by employing stochastic

weight averaging independently [120]. While these studies primarily focus on DD, similar

effects can be applied to sparse double descent. The question arises: is it always the

case that the optimal model lies within the sweet phase?

In Fig. 2.7, we observe a correlation between the optimal model (denoted by a ⋆) and

the level of noise present in the dataset. Specifically, on CIFAR-10, the optimal model

falls within the sweet phase for ε values of 20% and 50%, whereas on CIFAR-100, it
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resides in it only for ε = 50%. Thus, empirical findings suggest a relationship between

the extent of noise in the training set and the positioning of the optimal model.

2.4.2 An Entropy-Based Interpretation to the Sparse Double Descent

Examining the SDD phenomenon through the lenses of learning dynamics, we are

prompted into the information bottleneck theory. This theory, initially proposed in

the works by Tishby [121, 122], estimates the mutual information between the layers’

processed information and the input and output variables. Consequently, it becomes

feasible to compute optimal theoretical limits and establish benchmarks for generaliza-

tion error. Several studies have embraced this theory, exploring variations in learning

dynamics based on the choice of activation functions employed [123]. Furthermore, ef-

forts have been made to refine estimation approaches, as evidenced by Pan et al. [124],

while verifying that the theory accommodates DD in regression tasks [125].

Inspired by this literature, we can conjecture that as the model size, measured in terms

of the number of parameters per neuron, decreases from the light phase, the entropy of

the features within the model remains stable, requiring only minor fine-tuning for the

parameters. However, upon exiting the interpolation regime immediately following the

interpolation threshold and entering the sweet phase, the entropy begins to decline.

To empirically validate this conjecture, Fig. 2.7 also reports the entropy of the activations

within the trained models. As it is possible to observe, the entropy is indeed stationary

or even growing in the first two phases, while declining in the last two. Such behavior

has been consistently observed across the typical datasets employed to study the SDD

phenomenon. This observation enables back traditional early stop criteria for pruning:

once the entropy of the activations starts declining, as we enter the classical regime, we

can use again the known criteria to stop the pruning. This allows us to also capture the

best fitting model, regardless whether it is located in the sweet or the light phase.

2.4.3 Distilling Knowledge to Avoid the Sparse Double Descent

While employing a standard ℓ2 regularization method can indeed help mitigate SDD,

it comes with its own set of drawbacks. Nakkiran et al. demonstrated that optimally-

tuned ℓ2 regularization can lead to monotonic test performance for certain linear regres-

sion models with isotropic data distributions, as both the sample size and model size

increase [126]. However, as highlighted by previous research [22], in certain image clas-

sification setups such as ResNet-18 on CIFAR datasets, SDD remains noticeable even
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Figure 2.8: Performance of a shallow VGG-like model on CIFAR-10 for different label
noises. Left: ε = 20%. Right: ε = 50%. Figure adapted from [4].

with the use of ℓ2 regularization. This is due to the difficulty of optimally tuning the

regularization and training policies [21].

One possible approach, inspired by recent literature in both pruning [127, 128, 129]

and DD [130, 131], is to formulate a learning problem as a knowledge distillation one,

where an over-parametrized teacher regularizes a shallower student one model. Since

the (over-parametrized) teacher is in the light phase, it will embody good generalization,

driving the student to a solution that generalizes well. Given that the student will be

under-parameterized compared to the teacher, it will be forced directly into the sweet

phase, avoiding SDD.

In a quantitative numerical validation (of which one part is reported in Fig. 2.8, while

a more extensive analysis is reported in [4] for traditional convolutional architectures

and in [21] for Transformer models), we observe that applying distillation effectively

prevents a student to showcase SDD when pruned, which on the contrary happens in

vanilla scenarios.

Although further research is necessary and ongoing in this domain, my recent findings

suggest that the focus on model compression should transition from single parameters

to neurons or even entire layers.

2.5 Adapters in Pre-trained Models

It will be here presented the work “Mini but Mighty: Finetuning ViTs with Mini

Adapters” [14].

https://openaccess.thecvf.com/content/WACV2024/html/Marouf_Mini_but_Mighty_Finetuning_ViTs_With_Mini_Adapters_WACV_2024_paper.html
https://openaccess.thecvf.com/content/WACV2024/html/Marouf_Mini_but_Mighty_Finetuning_ViTs_With_Mini_Adapters_WACV_2024_paper.html
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Figure 2.9: The adapter structure injected into ViT model. MSA and MLP are multi-
head self-attention and feed-forward blocks, respectively. Image taken from [14].

With the uprisal of the new Vision Transformers (ViT) architectures [132, 133] and

their increasing size, a new class of approaches, namely Parameter-Efficient Training

(PET), have been popularized with the goal of adapting these large pre-trained models

to new tasks, with just a marginal increment of their parameters [134, 135, 136]. Despite

originally conceptualized for convolutional architectures [137, 138, 139, 140], they found

one of the most appealing applications in ViTs. This is due to their lack of inductive

biases, which makes their finetuning on new tasks easily susceptible to overfitting to

fine-tuning tasks [141, 142].

Adapters Among PET methods, adapters [143] and its variants [134, 144, 145] are

frequently employed for Natural Language Processing (NLP) tasks. In essence, adapters

are compact modules integrated into transformer blocks (constituted of two sub-layers: a

multi-head self-attention and a multilayer perceptron), typically applied after each sub-

layer. Their primary function is to facilitate efficient adaptation of data representation

for downstream tasks. Notably, adapters deliver comparable performance to full fine-

tuning (involving the update of all parameters), yet they demand a minimal number of

trainable parameters [143, 146].

More formally, let us consider the i-th adapter added to our pre-trained ViT, and

hi∈RMi denote its input, of size Mi. According to [143], adapters employ a first fully-

connected layer down-projecting hi into zi ∈ RNi with some non-linear activation ϕ(·).
This is parametrized by a linear projection matrix W down

i ∈ RMi×Ni . Then, a second

fully connected layer with parameters W up
i ∈ RNi×Mi up-samples zi, producing as out-

put ri ∈ RMi . Finally, a residual skip-connection is employed inside the adapter module
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Figure 2.10: Layer-wise analysis of adapter’s neurons distribution. Bar plots rep-
resent the number of neurons ni at each adapter i for VGG-Flowers and CIFAR-10,
respectively. Global neuron selection leads to different neuron distributions depending
on the dataset. Compared to VGG-Flowers, fewer adapters are completely removed on

CIFAR-10. Image taken from [14].

such that, if ri is close to zero, the whole adapter module degenerates to an identity

function. The total number of parameters in the adapter is 2 ·Ni ·Mi. A graphical

representation of adapters is portrayed in Fig. 2.9.

Given that the size of an adapter is determined a-priori, it is here tackled the quest

to properly size adapters for a specific downstream task. Leveraging on the peculiar

architecture of adapters, it is indeed possible to evaluate the impact of removing specific

dimensions (through structured pruning) on the computation flow of the entire backbone,

sizing properly each injected adapter for a specific downstream task. In the following,

it will be presented the core idea behind [14].

Finetuning ViTs with Mini Adapters at a Glance Based on the adapter design

introduced earlier, we can devise a specific threshold function: if an entire row in W down
i

and an entire column in W up
i are both zero, then our adapter is essentially equivalent to

one with a smaller dimension Mi. Thus, we propose a scoring function that calculates the

sum of the ℓ1 norm of the corresponding row in W down
i and the corresponding column

in W up
i . Specifically, our importance score to guide the structured pruning of adapters

is defined as follows:

Iij =
1

Ni +Mi

(
Mi∑

k=1

∣∣∣W down
i,j,k

∣∣∣+

Ni∑

k=1

∣∣∣W up
i,k,j

∣∣∣
)
, (2.15)

Differently from traditional structured pruning algorithms, this importance score en-

closes a “look-ahead” strategy: we observe, besides the output of a specific j-th neuron

in the hidden space, also the impact of such an output in the next layer, in the hindsight

of the final contribution to ri. This choice is empirically substantiated by numerous

studies in the literature [92, 147, 148, 149]. Notably, Iij is normalized by the total

number of parameters associated with a specific adapter dimension: such a normaliza-

tion facilitates fair comparison across adapters, even when they have different input and

hidden layer sizes.
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Fig. 2.10 reports the distribution of adapter’s sizes for two different tasks, compared

with a proportional greedy pruning as displayed in Fig. 2.10a. Different tasks prompt

varying allocations of adapters within the same pre-trained ViT. This variability is

motivated by factors like, for example, domain shift compensation. For instance, when

a ViT architecture is pre-trained on ImageNet-1k, most adapters tend to concentrate on

the last layers when the downstream task is VGG-Flowers, as the input distribution is

similar to the upstream samples. Conversely, the adapter allocation extends closer to

the input when the downstream task is CIFAR-10.

More details, experiments, and discussion can be found in [14].

2.6 Folding layers through pruning

It will be here presented the work “NEPENTHE: Entropy-Based Pruning as a

Neural Network Depth’s Reducer” [46] and The Simpler The Better: An Entropy-

Based Importance Metric To Reduce Neural Networks’ Depth [15]. This work

builds on top of the preliminary results presented in “Can Unstructured Pruning

Reduce the Depth in Deep Neural Networks?” [19].

In this whole Chapter, we have tackled the problem of parameter removal in DNN

models through pruning. Unfortunately, at least intuitively, none of the aforementioned

approaches is in general able to reduce the depth, namely the number of layers, in a

DNN.

The impact of removing individual parameters or whole filters on recent computing re-

sources, such as GPUs, in certain contexts can be considered marginal. Due to the

parallelization of computations, the size of layers, whether larger or smaller, is primarily

constrained by memory caching and core availability. The critical bottleneck in compu-

tation lies in the critical path that computations must traverse [150], a challenge that

can be addressed by strategically removing layers. While some existing works implicitly

address such concern, for example, employing knowledge distillation from deep teachers

to shallower students [151], they fail to a-priori guarantee no performance loss (given

that they impose a target shallow model), or avoid substantial perturbations. This mo-

tivates the exploration of designing an iterative pruning strategy, aimed at reducing the

model’s depth while preserving optimal performance.

Given the broad use of rectifier activation functions such as ReLU, GELU, and Leaky-

ReLU, we can identify the average state of a given neuron for the trained task (in short,

whether we are in the linear region(s)). From that, maximizing the utilization of one of

https://arxiv.org/abs/2404.16890
https://arxiv.org/abs/2404.16890
https://arxiv.org/abs/2404.18949
https://arxiv.org/abs/2404.18949
https://openaccess.thecvf.com/content/ICCV2023W/RCV/html/Liao_Can_Unstructured_Pruning_Reduce_the_Depth_in_Deep_Neural_Networks_ICCVW_2023_paper.html
https://openaccess.thecvf.com/content/ICCV2023W/RCV/html/Liao_Can_Unstructured_Pruning_Reduce_the_Depth_in_Deep_Neural_Networks_ICCVW_2023_paper.html
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Figure taken from [46].

the regions, it is possible to design an approach able to force a target neuron to behave

linearly through the state entropy’s minimization (Fig. 2.11). It has also been observed

that vanilla unstructured pruning is already implicitly minimizing such entropy, but is

hardly able to completely force a whole layer to utilize one of these regions.

2.6.1 Unstructured Pruning Naturally Reduces the Entropy

Preliminaries. Let us assume ϕ(·) is the rectifier of the l-th layer, populated by NL

neurons. We can monitor the output yxl,i of the i-th neuron from a given input x of the

dataset D and write it as yxl,i = ϕ(zxl,i). From this, we can define three possible “states”

for the neuron:

sxl,i =





+1 if yxl,i > 0

−1 if yxl,i < 0

0 if yxl,i = 0

(2.16)

More synthetically, for the output of the i-th neuron, we can easily identify in which of

these states we are by simply applying the sign(·) function to zxl,i, obtaining sxl,i = sign(zxl,i).

Informally, we can say that the neuron is in the ON state when sxl,i = +1 (as it is

typically the linear region) while it is in the OFF state when sxl,i = −1 (given that

limx→−∞ ϕ(x) = 0). There are a few exceptions to this, like LeakyReLU- in those cases,

even though the activation will not converge to zero, we still like to call it OFF state as,

given the same magnitude of input, the output’s magnitude is lower. The third state

sxl,i = 0 is a special case, as it can be either mapped as an ON or OFF state. From

the average over a batch of outputs for the neuron, we can obtain the probability (in

the frequentist sense) of the i-th neuron of being in either the ON or the OFF states

p(sl,i=+1) and p(sl,i=+1). From this, we can calculate the entropy of the i-th neuron
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Figure 2.12: Distribution of a layer’s parameters with magnitude pruning at threshold
T (a), pre-activation distribution at varying T under the assumption of independence
and centering of the Gaussian distributed input and layer’s parameters (b), and entropy
of the rectifier-activated neuron’s output as a function of T (c), all in the large N limit.

Figures adapted from [46].

in the l-th layer as

Hl,i = −
∑

sl,i=±1

p(sl,i) log2 [p(sl,i)] . (2.17)

With the definition in (2.17), Hl,i can be zero in two possible cases:

• sl,i =−1 ∀j. In this case, zl,i ≤ 0 ∀j. When employing a ReLU, the output of the

i-th neuron is always 0, and in this specific case, the neuron can be simply pruned.

• sl,i =+1 ∀j. In this case, zl,i ≥ 0 ∀j. The output of the i-th neuron is always the

same as its input,1 this neuron can in principle be absorbed by the following layer

as there is no non-linearity between them anymore.

By averaging the entropy values for the total number of neurons Nl inside the l-th layer,

we can estimate the average entropy Ĥl of the neurons in the l-th layer. Since we aim to

minimize the depth of deep neural networks by eliminating zero-entropy layers, we would

like to have Ĥl = 0. Unfortunately, directly minimizing the entropy in the optimization

function is hard as it relies on non-differentiable measures. In the following paragraph,

it will be shown that unstructured pruning naturally reduces (2.17).

Intuition Here we will suppress the layer and neuron indices (given that we will always

consider the same entity). Let us assume the input x for a given neuron is a sequence

of random variables X ∼ N (µX , σ
2
X). Similarly, we can assume the N parameters

populating such neuron, for a large N limit, follow as well a Gaussian distribution, and

we model it as W ∼ N (µW , σ
2
W ). Let us apply a magnitude-based pruning mask to the

neuron’s parameters, where we apply some threshold T . As such, we obtain a modified

1or very close as in GeLU
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distribution for the layer’s parameters:

f
Ŵ

(w, T )=





1

σW
√

2π
exp

[
−1

2

(
w − µW
σW

)2
]

|w| > T

ψ(T )δ(w) |w| ≤ T,

(2.18)

where

ψ(T ) =
1

2

[
erf

(
T − µW

σW
√

2

)
− erf

(−T − µW

σW
√

2

)]
(2.19)

is the fraction of parameters pruned, or pruning rate, δ(·) is the Dirac delta and erf(·)
is the error function. Fig. 2.12a displays an example of distribution when applying

magnitude pruning having threshold T against the original distribution. Under the

assumption of independent distributions, where µW = µX = 0 and σ2W = σ2X = 1, we

can obtain the distribution for the pre-activation z (resulting from the product of the

weights and the input, modeled through the random variable Z). According to the result

obtained by [152, 153], it can be expressed as

fZ(z, T ) =
1

π
K0



∣∣∣∣∣∣

1

1 − erf
(

T√
2

) · z

∣∣∣∣∣∣


 , (2.20)

where Kn(·) is the n-th order modified Bessel function of the second kind. We can

observe, from Fig. 2.12b, how fZ(·) is affected by increasing the thresholding T . Now,

let us assume the activation function of such a neuron is a rectifier function, and we are

interested in observing what is the probability of the post-activation output being in the

linear region: we are interested in measuring

p[Z > 0] =
1

π

∫ +∞

ϵ
K0



∣∣∣∣∣∣

1

1 − erf
(

T√
2

) · z

∣∣∣∣∣∣


 dz =

1

2


1 − I


 ϵ

1 − erf
(

T√
2

)




 , (2.21)

where

I(x) = x[L−1(x)K0(x) + L0(x)K1(x)], (2.22)

Ln(·) is the n-th order modified Struve function, and ϵ is a positive small value. From

this, we can easily obtain the complementary probability p[Z ≤ ϵ] and calculate the

entropy between the two states. Due to finite numerical precision in the computation

(especially employing mixed precision and fast inference algorithms for Deep Learning,

but with standard IEEE 754 is ≈ 10−7), values below a given threshold can be approx-

imated to zero and we model this through ϵ, which motivates our choice.

Fig. 2.12c displays the entropy as a function of the thresholding parameter T : as we

observe, the entropy decreases given that the threshold increases: through unstructured
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pruning, the neuron’s output entropy is naturally minimized when employing rectified

activations, even in the oversimplified case here treated. In the following, we will present

how we are exploiting such a property of unstructured pruning towards layer entropy

minimization.

2.6.2 A Layer Entropy-Aware Pruning Score

Driven by the promising theoretical results derived in Sec. 2.6.1, it is here proposed a

relevance metric that will guide the unstructured pruning to lower the whole layer’s en-

tropy Ĥl, named NEPENTHE. As we aim to increase the number of zero-entropy layers,

intuitively more pruning should be applied to layers with lower entropy, as they are the

best candidates to be removed. Concurrently, to minimize the impact on performance,

only low-magnitude weights should be removed, as they are typically those providing

the lowest contribution to the neural network’s output [1, 3, 92]. To reach these two

objectives, it is here defined an intra-layer’s pruning irrelevance score Il:

Il =
1

Nl

Nl∑

i=1

Ĥl,i ·
1

∥θl∥0
∥θl,i∥1, (2.23)

where ∥θl∥0 is the l-th layer’s parameters cardinality (hence, not accounting for the

already pruned weights). This metric accounts for the average parameter’s magnitude

and the layer’s entropy at the same time: layers with few parameters but high entropy are

less prone to be removed than layers with more parameters but lower entropy (under the

same parameter’s norm constraint). Besides, the parameter’s magnitude of neurons with

zero entropy is not accounted for in the importance score calculation. Symmetrically, to

remove parameters from layers having lower pruning irrelevance, it is here defined the

inter-layer’s pruning relevance score Rl as

Rl =





1

Il
∑

j∈L
Ij if Il ̸= 0

0 otherwise.

(2.24)

This measure becomes as large as the l-th layer’s pruning irrelevance score is smaller,

compared to the others.

Numerical Validation We propose here a preliminary evaluation assessed on ResNet-

18 trained on CIFAR-10. A broader evaluation and experimental details can be found

in [46]. Table 2.2 reports the entropy trend of the six layers showing the lowest entropy.

The iterative magnitude approach (IMP) removes progressively, in this setup, the 50%

of the parameters from the model, following a vanilla global unstructured magnitude
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Approach Ĥ1 Ĥ2 Ĥ3 Ĥ4 Ĥ5 Ĥ6 top-1

Dense 0.647 0.680 0.728 0.785 0.791 0.797 91.66

IMP (iter #1) 0.585 0.650 0.699 0.725 0.767 0.778 92.29
IMP (iter #2) 0.506 0.580 0.647 0.654 0.700 0.722 92.25
IMP (iter #3) 0.256 0.623 0.658 0.672 0.682 0.737 92.46
IMP (iter #4) 0.192 0.660 0.667 0.676 0.698 0.763 92.27
IMP (iter #5) 0.136 0.589 0.648 0.727 0.728 0.791 92.44
IMP (iter #6) 0.093 0.447 0.640 0.650 0.764 0.765 91.89
IMP (iter #7) 0.055 0.335 0.487 0.592 0.640 0.775 91.66

NEPENTHE 0 0 0 0.014 0.121 0.942 92.55

Table 2.2: Trend in the bottom six layer’s entropies for ResNet-18 trained on CIFAR-
10. Table taken from [46].
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Figure 2.13: Distributions of neuron states per layer for ResNet-18 trained on CIFAR-
10 pruned by NEPENTHE. In blue neurons having non-zero entropy, in orange always

OFF, and in red always ON. Figure taken from [46].

pruning approach. As expected, as the pruning progresses (and implicitly T grows),

the entropy is naturally decreased, showcasing very small values after some pruning

iterations. However, we also observe that as the entropy Ĥ1 decreases, the top-1 accuracy

begins to deteriorate. This happens as there is no proper pruning re-allocation, that

instead happens with NEPENTHE according to (2.24): indeed, in such case not only

does the performance remain high, but we can successfully remove three layers from the

model. Noticeably, Ĥ4 and Ĥ5 are also very low, while already starting from Ĥ6 the

entropy is very high. Contrarily to magnitude pruning where the entropy is in general

in intermediate-range values, NEPENTHE tries to push all the encoded information

toward layers having already high entropy, enabling effective layer removal with little

(or in this case no) performance loss.

This is also illustrated in Fig. 2.13, showing the distribution of the neuron states per

layer for ResNet-18 on CIFAR-10 trained with NEPENTHE. Our unstructured pruning

approach effectively removes three layers by pushing all the neurons inside low-entropy

layers to be either in the ON or in the OFF state. Besides, we also notice that in some
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layers (like the 1, 13, and 17) there are entire units at zero entropy- we also achieve some

structured sparsity by an unstructured approach, as already reported in some works [1,

92].

2.6.3 On-going Work for Layer Folding

The work illustrated in Sec. 2.6.1 and 2.6.2 shows it being successful in alleviating

deep neural networks’ computational burden by decreasing their depth. However, this

method also presents some limits: compressing already parameter-efficient architectures

that are not over-fitting remains challenging, and this approach is unable to reduce the

depth of an already under-fitting architecture. Nevertheless, this research direction is

new and less explored than traditional pruning and is recently gaining more and more

momentum [154, 155, 156]. One current research direction under investigation involves

the design of one-shot approaches to reduce the computational complexity, and the

employment of Optimal Transport [157, 158] to eventually match the output distribution

of different layers. Finally, another aspect to consider and not to underestimate is that

it is underly assumed that reducing the depth of a DNN model will always speed up

computation. Due to hardware optimizations, we know that having smaller kernels

typically makes computation faster due to the effects of memory transfer: it is not

obvious that, in GPU or TPU-equipped systems, a shallower DNN with larger kernels

will be faster than a deeper one. A study on these effects is currently being conducted,

evidencing some bottlenecks at the level of memory transfers.

2.7 Pruning Back-propagation: Neurons at Equilibrium

As hinted in Sec. 2.2.2.2, pruning a DNN model at initialization is hard; however, we

know that progressively during training some neurons have learned their input-output

function, meaning that they no longer need to be updated (and for instance, they might

not require to have their gradient been calculated). Finding these (evidently without

the full gradient calculation) leads to potential computation savings, without sacrificing

the performance. Sec. 2.7.1 first analyzes and defines what is the concept of “neuron

at equilibrium”, and then Sec. 2.7.2 sketches the road to prospectively move the same

notion to resource-constrained devices and potentially to hyper-parameters optimization.
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Figure 2.14: For a given time t the model (either in blue or orange) receives samples
from the validation set (in red or green). These outputs are squeezed, concatenated and
the obtained vector is then normalized, used to calculate υi. Image adapted from [6].

2.7.1 Neurons at Equilibrium

It will be here presented the work “To update or not to update? Neurons at

equilibrium in deep models” [6].

To save computation deriving from gradient computation (at a single neuron’s level), we

are here interested in assessing when the relationship between the input of the model and

the output of the i-th neuron is modified during training. When this happens, we say

the neuron is at non-equilibrium, meaning that its learned function, in the whole picture

(or in other words, taking into account the evolution of the neurons in the previous

layers as well), is still “evolving”. We are interested in identifying the scenarios where

the neuron is at equilibrium at the net of the interactions with the other neurons. To

assess it, let us define the cosine similarity υi between all the outputs of the i-th neuron

at time t and at time t− 1 for the whole validation set Dval. A schematic of this process

is visualized in Fig. 2.14. When υi = 1, the i-th neuron produces the same (eventually

scaled) output between the evaluation at time t and at time t− 1 for the same input x

of the model. However, when we have that limt→∞ υti = k, we say that the neuron is at

equilibrium. When k ̸= 1, this condition can be verified for example when working in

recurrent neural networks, or even when the learning rate is too high.

To assess the convergence to equilibrium, it is possible to introduce the variation of

similarities ∆υti = υti − υt−1
i that can be even expressed as a velocity introducing a

memory factor, to keep track of its evolution across the epochs.

The selection of the neurons at equilibrium is performed across a thresholding mech-

anism: all the neurons having a variation of similarities below ε (with ε modeling a

tolerance typically in the order of 10−3, as empirically assessed in [6]) are considered at

equilibrium and their gradient computation can be avoided for the whole next epoch.

We observe that this evaluation comes at the cost of memorizing the activations from

https://proceedings.neurips.cc/paper_files/paper/2022/hash/8b2fc235787852ead92da2268cd9e90c-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2022/hash/8b2fc235787852ead92da2268cd9e90c-Abstract-Conference.html
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(a) ResNet-32 trained with SGD.
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(b) ResNet-32 trained with Adam.

Figure 2.15: Back-propagation FLOPs (left, orange), updated neurons (center,
green), and classification accuracy (right, red) for ResNet-32 trained on CIFAR-10.

Image taken from [6].

the previous evaluation, and it costs one forward propagation on Dval plus the cosine

similarity evaluation.

A set of both quantitative and qualitative experiments is reported in [6], which validate

the approach, able to scale down the FLOPs demand for back-propagation up to more

than 60% when training on Transformers, and observing that some optimizers like Adam,

given their specific formulation, lead more neurons to equilibrium states than SGD

(Fig. 2.15). Finally, we observe that the size of the validation set can be relatively small

for the neuron equilibrium estimation (for image classification tasks it can be down one

image per class only). This is due to the larger sampling happening in convolutional

layers, where one image already produces multiple outputs.

In follow-up works, it has also been shown that the threshold ε can be also made learn-

able: leveraging on [159], we can apply a gradient directly to it already at training time,

and tuning it in a loss-informed fashion. This indeed leads to even higher savings in

terms of computation without performance loss [24].

2.7.2 Follow-ups of Neurons at Equilibrium

I present here two follow-ups opened by neurons at equilibrium: one is more oriented

to hardware-constrained optimization, while the other is linked to hyperparameters-free

optimization.
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2.7.2.1 Neurons at Equilibrium with a Memory and a Computation Budget

It will be here presented the work “Towards On-device Learning on the Edge:

Ways to Select Neurons to Update under a Budget Constraint” [26].

The field of on-device learning is experiencing a rapid growth, driven by the proliferation

of embedded devices for IoT applications. Currently, the predominant approach involves

offline training of models followed by compression and deployment on-device solely for

inference. However, this approach often leads to suboptimal performance due to shifts

in real data distribution compared to the training data [25]. Embedded devices face

significant constraints in computational and memory resources during training, making it

particularly challenging to train models. In on-device learning utilizing backpropagation,

two main approaches are often combined to optimize training accuracies under resource

constraints: enhancing the efficiency of the architecture and implementing sparse updates

schemes. Focusing on the latter, there are primarily two prevailing approaches: statically

determining the backpropagation graph or allowing for its dynamic evolution.

A prominent example in the first category is undoubtedly the work by Lin et al.,

where they introduce an innovative algorithm-system co-design framework named Sparse

Update [160]. Overcoming the memory constraints of IoT devices, they successfully

achieved on-device training using just 256 kB of memory. This was made possible

through a predefined selection of layers and weights to update.

In one of my recent works [26], it is explored the second category of approaches, employ-

ing Neurons at Equilibrium [6] as a metric to determine which neurons to update. In

contrast to the approach outlined in Sec. 2.7.1, the purpose is not to exclude neurons at

equilibrium here. Instead, it is prioritized updating neurons starting from those mostly

in a non-equilibrium state, and continuing until the memory and computation budget

is reached. While this approach may not guarantee optimality, according to the prelim-

inary analysis reported in [26], on average it outperforms a static update scheme like

SU, thanks to its dynamic adaptivity to the specific downstream task. The preliminary

experiments are highly promising in this regard, illustrating the greater potential of a

dynamic update scheme compared to a static one.

2.7.2.2 Estimating Neural Velocity to Scaling the Learning Rate

Hyperparameter tuning plays an important role in a successful neural network’s training.

Among these are, for example, the learning rate and the policy used to adjust it over

time. On the other hand, choosing the right stop conditions, namely the conditions to be

met to declare early completion of training is also important to avoid potential overfit.

https://openaccess.thecvf.com/content/WACV2024W/SCIoT/html/Quelennec_Towards_On-Device_Learning_on_the_Edge_Ways_To_Select_Neurons_WACVW_2024_paper.html
https://openaccess.thecvf.com/content/WACV2024W/SCIoT/html/Quelennec_Towards_On-Device_Learning_on_the_Edge_Ways_To_Select_Neurons_WACVW_2024_paper.html
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Hyper-parameters can be tuned in different ways, from manual initialization to compu-

tationally expensive grid search. Yet, finding suitable hyperparameters requires holding

some validation samples out of the training set. Holding out samples from training

entails however several drawbacks. First, the model’s learning capability is reduced,

especially when few annotated samples are available. Second, the validation set may

not represent the true distribution, leading to inexact hyperparameter tuning [161]. For

these reasons, there is a lot of interest nowadays in validation-less learning approaches.

One work-in-progress is to tune the learning rate decay policy and the stopping criterion

without needing a held-out validation set. From the intuition as in Sec. 2.7.1, it is

possible to derive a neural velocity as the trend of neurons to “change” during training.

If the velocity drops to zero, then the neuron itself has converged to a stable solution,

and the training can be terminated: this property of the proposed velocity definition

allows one to cut the training times. One intriguing possibility is to assess the neural

velocity without necessarily resorting to a validation set but rather randomly sampling

noise to the input, making this estimation data-free in contexts when little data is indeed

available. One speculation here is that on overfitting regimes the velocity is very low

but not null - identifying such a trend on the validation set, and properly characterizing

the threshold ε to apply, can be the key to success.



Chapter 3

Biases in Deep Neural Networks

In this Chapter, the problem of debiasing will be treated. Although part of the literature

is quite old and deepened its roots way before the advent of Deep Learning, the problem

setup revolving around DNN debiasing is relatively new and requires proper contextu-

alization. Given that my works are mostly oriented toward Computer Vision and that

a big bulk of works focus on this area, the focus here will be mostly on the problem

of debiasing for image classification. It is indeed known that Large Language Models

(LLMs) and Generative Models are (or in general, can be) affected by the problem of

biases in generation [162]: however, the same concepts that will be explored here can be

transposed in more advanced setups.

3.1 Structure of the Chapter

In this Chapter, I will first introduce the problem and threat represented by biased

predictions and, more in general, outputs (Sec. 3.2). Then, I will provide one possible

categorization of debiasing approaches commonly employed by the literature (Sec. 3.3).

Roughly, it is possible to divide them into supervised and “unsupervised” approaches.

After these preliminaries, I will present my contributions, summarized as follows.

• It has been developed a supervised debiasing approach, named Entanging and Dis-

entangling (EnD) [7]: in classification tasks, it entangles unbiased representations

of the same target while disentangles representations of the same bias (Sec. 3.4).

This work had a follow-up, that improved hyper-parameter tuning and provided

an interpretation in the metric space [8].

• Contrarily to a standard approach taken by part of the literature [163, 164, 165], I

have shown that removing entirely the information related to the bias might harm

40
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the performance of an unbiased classifier [30]. More specifically, a proper debiasing

approach re-weights the information related to the bias (Sec. 3.5).

• Inspired by [30], it has been proposed an unsupervised debiasing approach [9].

Specifically, when observing the latent space at the output of the encoder, there

is one specific learning iteration when the bias is maximally fitted. It is possible

to identify such a moment by observing the distances of misclassified samples (on

the training set) by looking at distances from the Voronoi boundary of the target

class. It is possible to extract at this point the information on bias-target alignment

(the underlying assumption here is that the misclassified samples do not have the

dominant bias for the target class) and it is possible to apply a simple strategy to

train an unbiased model (Sec. 3.6).

3.2 The Threat of Biases

Recently, AI trustworthiness has been recognized as a major prerequisite for people and

societies to use and accept such systems [166, 167]. In April 2019, the High-Level Expert

Group on AI of the European Commission defined the three main aspects of trustworthy

AI [166]: it should be:

• lawful - respecting all the regulations and laws;

• ethical - respecting all the basic ethical principles and values;

• robust - technically and accounting for the social environment.

Providing a warranty on this topic is currently a matter of study and discussion.

Regarding AI robustness, Attenberg et al. examined the challenge of identifying the

so-called “unknown unknowns” within data [168]. These unknown unknowns represent

instances where DNNs process information in unintended ways while exhibiting high

confidence in their predictions. Such behavior has impacted numerous recent AI-based

solutions, including those aimed at COVID detection from radiographic images. Re-

grettably, some of the early datasets available at the begin of the pandemic were often

heavily biased [31]. Consequently, models frequently displayed overconfident predictions

of COVID diagnoses due to the presence of unwanted biases. These biases included the

detection of catheters or medical devices for positive patients, patient age (given that

at the beginning of the pandemic, most infected individuals were elderly), or even the

identification of data origins (where negative cases were augmented using samples from

unrelated datasets) [31, 169, 170].
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Figure 3.1: Pedestrian on the cross-
walk (left) and on the road (right). If
the model assumes pedestrians can be
on the road if there is a crosswalk, it

can have false negatives.

Learned biases can indeed harm the gener-

alization ability of Deep Neural Networks

(DNNs) [163, 164, 171, 172, 173, 174]. For

instance, in the context of image classi-

fication tasks such as detecting pedestri-

ans, if environmental cues (e.g., the pres-

ence of a sidewalk/crosswalk - Fig. 3.1)

become spuriously correlated with the tar-

get classes, neural networks may exploit

such correlations as shortcuts for classi-

fication [175], thereby leading to perfor-

mance degradation when presented with images containing different backgrounds (e.g.,

pedestrian crossing the road not on pedestrian crossing lanes).

Many existing debiasing methods rely on prior knowledge about the bias, such as the

presence of auxiliary labels indicating side information or the characteristics of the

bias [7, 8, 163, 172, 176, 177]. However, obtaining these labels or information about

the bias can be prohibitively expensive due to annotation costs or highly noisy, prompt-

ing the development of bias-agnostic approaches. Recent studies have revealed that bias

features are often learned early in the training process [174, 178]: there are samples

where the bias is learned alongside the target, leading to improved performance on the

training set, and others where the bias leads to misaligned predictions. Bias-agnostic

approaches typically leverage biased information from the training set by amplifying

the initial features learned using methods like Generalized Cross-Entropy [179] and then

discouraging their learning in an “unbiased” model. However, there’s no guarantee that

the earliest features learned are indeed the biased ones, posing a challenge in detecting

and effectively addressing bias agnostically.

3.3 Overview on Debiasing Approaches

In this section, I briefly review state-of-the-art techniques designed to prevent models

from learning biases. The techniques can be grouped into (but not limited to) two main

categories: supervised approaches, where the information related to the bias is made

available, and unsupervised ones, when such information is not shared at training time.



Biases in Deep Neural Networks 43

3.3.1 Supervised Debiasing Approaches

Supervised debiasing methods are typically divided into three categories: pre-processing

methods, which modify the dataset before classification; in-processing methods, which

modify the learning process of the model; and post-processing methods, which directly

modify the output of the DNN.

Preprocessing Methods Among the most used preprocessing methods in the litera-

ture, driven data augmentation plays a prominent role. Generative Adversarial Networks

(GANs) are widely used to generate realistic images: StyleGANs [180] is indeed one of

the most used GANs in this context. For example, Kang et al. used it to generate

handwritten text in specific styles [181]. In image classification, Geirhos et al. used

style transfer to augment ImageNet with texture-bias-conflicting elements to create a

more texture-balanced dataset [173].

Postprocessing Methods These methods have the advantage of neither re-training

models nor requiring additional data for the training. With their Reject Option Clas-

sification, for example, Kamiran et al. proposed to take the samples classified with the

most uncertainty (outside a predefined confidence margin) and to change their class to

decrease the Disparate Impact metric [182]. In this same context, Equalized Odds Post-

processing proposed by Hardt et al. maximizes the Equalized Odds metric [183]. Despite

the potential advantages of these approaches, a major drawback lies in the low degrees of

freedom for the corrections (since they can only access post-classification information),

which limits their practical effectiveness.

In-processing: Debiasing within Training Most of the debiasing methods in

the literature work directly on the model, learning from a biased dataset. In general,

unbiased elements are weighted more than biased elements. This simple yet effective

approach is nowadays very popular in supervised setups [184]. Other methods tackle

supervised debiasing by adding regularization terms during the training of the deep

model, which is the case of methods such as the proposed EnD [7] (and presented in

Sec. 3.4) and FairKL [8]. Another intuitive approach relies upon simply removing the

biased features from each sample in the dataset and performing the so-called fairness by

blindness. However, the phenomenon known as encoding redundancy [183] states that

information is very rarely encoded only once in the data [185], so removing a single value

or label is probably not sufficient to remove the effect of the bias on classification.
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3.3.2 Unsupervised Debiasing Approaches

Some recent methods do not rely on bias labels because they can be difficult to obtain

on real-life datasets and we will refer to them as “unsupervised” or “bias-agnostic”. All

of these approaches follow a general scheme, which is typically divided into two phases:

bias inference, where a first model, often called “bias capturing”, aims to capture biases

in the data; and bias mitigation, where a second model is trained to avoid the biases

captured by the first model. These approaches rely on prior knowledge, which may be

more or less specific to the target task.

Bias in the Texture Texture bias is a significant concern in image classification,

leading some research to specifically target it [173]. Rebias [163], for instance, focuses

on learning representations that significantly differ from those obtained using small

receptive fields in convolutional layers, which are inherently biased towards learning

specific textures. Addressing the same challenge of texture bias, HEX [177] suggested

utilizing the gray-level co-occurrence matrix to encourage representations that are color-

independent.

Bias Generates Imbalances between Groups Some unsupervised approaches

involve identifying bias groups that optimize certain fairness metrics and training mod-

els to have representations orthogonal to those inferred by the biases. For instance,

DebiAN [186] proposed by Li et al., alternates between training bias-capturing and

unbiased models, with the goal of minimizing the Equal Opportunity fairness metric.

Similarly, EIIL [187] introduced by Creager et al., identifies biases by maximizing the

violation of an invariance principle measured by the objective function IRMv1 [188].

PGI [189] builds upon EIIL by minimizing the KL divergence of predictions over these

groups.

Bias is Learned Early Some recent methods operate under the assumption that bias

features are easy to learn, particularly in the first stages of training. With LfF [174],

Nam et al. proposed a loss reweighing technique based on this premise: they train

a biased neural network and enhance the predictions from its early stages (where the

notion of “early stage” remains however blurry and stays as a hyper-parameter). Con-

currently, they train a debiased model by amplifying the weights of “difficult samples”.

Building on this idea, DFA [178] introduced by Lee et al. employed data augmenta-

tion to disentangle bias features from intrinsic features using latent representations from

bias-capturing and unbiased models. Similarly, LWBC [190] by Kim et al. directs the

training of their primary classifier towards the most challenging samples identified by
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their classifier committee. Lastly, with PGD [191], Ahn et al. utilizes the magnitude of

sample gradients as a metric to increase their importance. Building on the shoulders of

the findings in this context, it has been developed a strategy to detect biased samples by

looking at their distribution in the latent space. The underlying assumption here is that

indeed the bias is learned early- hence the misclassified samples in early learning stages

are the most informative to extract such information (as will be discussed in Sec. 3.6).

3.4 Entangling and Disentangling Deep Representations

It will be here presented the work “EnD: Entangling and Disentangling deep

representations for bias correction” [7].

In this study, it has been introduced a supervised debiasing regularization technique

named “EnD”, which aims to disentangle biased features while intertwining deep features

extracted from patterns belonging to the same target class. The objective of EnD is to

mitigate the propagation of bias within the DNN. Interestingly and differently from a

portion of the literature, while we acknowledge the presence of the bias through a label

on the data sample, we stay in principle agnostic regarding the nature of these biases

(whether they manifest as specific colors, image features, or otherwise, that would enable

other pre-processing strategies).

EnD operates by regularizing the output of a specific layer (typically the output of the

encoder) within the deep model to establish an information bottleneck. This regulariza-

tion process entangles feature vectors extracted from data belonging to the same target

class while disentangling features extracted from data labeled with the same bias label.

By training the deep model to minimize both the loss and EnD simultaneously, biased

features are discouraged in favor of unbiased ones.

EnD at a Glance Our primary objective is to train our model to accurately classify

data into the possible classes while mitigating the influence of bias features present in

the data. To achieve this, we intend to introduce an information bottleneck, limiting

the use of bias-related information for the target classification task.

Given that yi is the output vector for a given data sample from the encoder (we sup-

press here the layer index), after a vector normalization step converting it to ỹ, we

can construct a similarity matrix between all the samples in the training (mini) batch,

denoted as G = (ỹ)′ · ỹ, where (·)′ signifies the transposed matrix and ỹ represents

per-representation normalization. G is a special case of a Gramian matrix, where each

https://openaccess.thecvf.com/content/CVPR2021/html/Tartaglione_EnD_Entangling_and_Disentangling_Deep_Representations_for_Bias_Correction_CVPR_2021_paper.html
https://openaccess.thecvf.com/content/CVPR2021/html/Tartaglione_EnD_Entangling_and_Disentangling_Deep_Representations_for_Bias_Correction_CVPR_2021_paper.html
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gi,j falls within the range [−1,+1], indicating the difference in direction between any

two vectors yi and yj . The matrix G exhibits several properties:

• it is symmetric and positive semi-definite;

• all elements on the main diagonal are exactly 1 by construction;

• if the subset of outputs ỹ forms an orthonormal basis (or G is full-rank), then

G = I by definition.

Leveraging these properties, we formulate the regularization strategy, which comprises

two terms:

• a disentangling term, whose task is to try to de-correlate as much as possible all

the patterns belonging to the same bias class b;

• an entangling term, which attempts to force correlations between data from dif-

ferent bias classes but having the same target class t.

More details on the formulation for these terms and on the numerical experiments can

be found in [7]. Specifically, it is found that the disentangling term (that acts as a bias

information remover) should contribute less than the entangling term (that weights more

the information extracted by samples that are unbiased). Empirical results validate the

effectiveness of this approach, which however has a major drawback: properly tuning

the balance between entangling, disentangling, and loss on the target task can be very

delicate. This issue has been solved through more recent work [8]. In this, the entangling

and disentangling terms are formulated following the contrastive learning approach,

assuming that biased samples belonging to the same class are negative (mimicking the

disentangling term) and unbiased ones positive ones. The introduction of a margin

between these samples models how strong the entangling/disentangling constraint should

be, making the hyper-parameter optimization process much simpler.

3.5 Is Debiasing Equivalent to Information Removal?

In this section, I briefly present the problem of information removal in deep learning.

It is possible to group it into two large families: privacy preservation approaches and

debiasing techniques.
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Privacy Preservation Recently, with advancements in computational capabilities,

there has been a surge in research focusing on privacy preservation within computational

frameworks. A study by Dwork et al. investigated the amount of noise required to ensure

“differential privacy” [192] in data. Duchi et al. formalized convergence boundaries for

training and explored the trade-off between privacy guarantees and the utility of resulting

statistical estimators [193].

This knowledge has also been applied to deep learning frameworks, as demonstrated by

Abadi et al. [194], who introduced tuned noise in the update rule to preserve privacy.

Another approach to safeguard data privacy is federated learning. In this approach, pri-

vate datasets are owned by the data proprietors, who train local neural network models

directly. The model parameters are then transmitted to a master node, which distributes

the general parameter configuration to all private computational nodes. This method,

proposed by Shokri and Shmatikov, should enable parallel and private computation [195].

However, it does not address ethical biases such as gender or race; its primary guarantee

is the non-disclosure of original data, though some sensitive information may still be

exposed.

How Close is Debiasing to Information Removal? In some contexts, neural

network debiasing implies a form of information removal. As an example, in HEX [177]

the bias is identified within the texture and is explicitly removed prior to the learning

process itself. Some works suggest the use of GANs to entirely clean up the dataset

with the aim of providing fairness [196, 197], while others insert a GAN in the middle of

the architecture to clean up the internal representation of data, purifying datasets from

the bias [198]. At the architectural level, as also stated in [174], works like [163] force

debiased models to learn a set of bias-independent features from the model. Specifically,

in their work, Bahng et al. develop an ensembling-based technique called ReBias: this

consists of solving a min-max problem where the target is to promote the independence

between the network prediction and all biased predictions. Even works like [164] claim

to remove entirely the information of the bias from the feature embedding, leveraging

adversarial learning and gradient inversion. Similar claims are made by Thong et al.,

where the bias mitigation problem is addressed by discouraging the optimization direc-

tions that favor the classifier to be biased [165].

For such a segment of literature, there is the (implicit) belief that debiasing and re-

moving the information related to the bias are essentially the same concept. In the

next section, through the proper design of an approach that removes specific informa-

tion flowing inside the DNN model (IRENE), I evidence that debiasing approaches can

entirely remove the information related to the bias, but that at the same time, such a
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Figure 3.2: Schematics of IRENE. Image adapted from [30].

choice can be sub-optimal (Sec. 3.5.1). The purpose of debiasing is indeed just to balance

the utilization of the information related to the bias to other features.

3.5.1 IRENE: Information Removal at the Bottleneck

It will be here presented the work “Information removal at the bottleneck in deep

neural networks” [30]. A different strategy sharing the same goals and coming

as a natural evolution of [7], “Disentangling private classes through regulariza-

tion” [10], will not be presented.

In this section, I introduce IRENE, a technique designed to eliminate targeted informa-

tion at the bottleneck (which in our case is the output of the encoder) of DNNs. This

approach estimates the information deemed “private” using an auxiliary classifier, en-

abling the assessment of the information to be removed at the bottleneck. Subsequently,

information removal is accomplished by minimizing a differentiable proxy of the mutual

information between bias labels extracted at the bottleneck.

IRENE at a Glance Let us associate to each input sample x a target output ŷ and

a companion ground truth label b̂, marking a piece of different information from the

task-related one (as it could be the information related to the bias). The objective here

is to prevent its propagation for solving a specific task (like classification). To this end,

after defining z as the output of the encoder, we would like to minimize I(z, b̂), where

I(a, b) is the mutual information between a and b. Directly minimizing this quantity

is computationally unfeasible: I overcome this difficulty by distilling from z how much

information related from b̂ is filtering employing an auxiliary classifier.

The whole training procedure, as synthesized in Fig. 3.2, includes the minimization of

three terms.

• The loss L(y, ŷ), to be minimized to train the model to learn the target task.

https://bmvc2022.mpi-inf.mpg.de/488/
https://bmvc2022.mpi-inf.mpg.de/488/
https://www.sciencedirect.com/science/article/pii/S092523122300735X
https://www.sciencedirect.com/science/article/pii/S092523122300735X
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Table 3.1: Extract of results for the CelebA dataset (taken from [30]). Here the
gender is the information to remove.

Prediction accuracy Gender prediction accuracy
Target Method (trained task) (information to remove)

[%](↑) [%](↓)

Blond hair

RUBi [172] 95.29±0.14 88.55±1.22
Rebias [163] 95.59±0.11 88.50±3.78

LearnedMixin [176] 90.01±2.66 74.09±2.66
IRENE 95.24±0.29 53.58±10.71

Heavy makeup

RUBi [172] 90.40±0.08 95.17±1.11
Rebias [163] 90.28±0.34 93.78±2.55

LearnedMixin [176] 84.88±3.28 68.09±10.55
IRENE 83.31±3.41 51.98±9.56

• The loss L(b, b̂), to be minimized to train the information removal head to extract

all the information about b̂ from the bottleneck z.

• The mutual information I(b, b̂), to be minimized to accomplish our purpose of

erasing the information from the bottleneck z of the model. It is evidently key not

to update the parameters within the information removal head.

In [30] it is conducted an empirical analysis on the common setups for the debiasing

community. Evidently, in simple setups where the bias and the target features are

spatially and conceptually disentangled (like the background color and the shape of a

number for the BiasedMNIST dataset), completely removing the information of the color

from the bottleneck benefits the generalization ability of the model. However, in more

complex setups, like recognizing the attribute “heavy makeup” in the CelebA dataset

removing the information of the gender, makes the task to be solved much harder,

harming the generalization of the model (as also reported in Tab. 3.1). This shows that

performing model debiasing does not mean removing the information of the bias, but

rather re-weighting it.

3.6 Unsupervised Debiasing by Looking at the Bottleneck

It will be here presented the work “Mining bias-target Alignment from Voronoi

Cells” [9].

I present here an unsupervised debiasing technique that determines the best timing for

extracting bias-target alignment information by observing, at the output of the encoder,

the relative distances of misclassified samples to the Voronoi boundary of the correct

target class. Leveraging this insight, it is possible to train an unbiased model by assigning

https://openaccess.thecvf.com/content/ICCV2023/html/Nahon_Mining_bias-target_Alignment_from_Voronoi_Cells_ICCV_2023_paper.html
https://openaccess.thecvf.com/content/ICCV2023/html/Nahon_Mining_bias-target_Alignment_from_Voronoi_Cells_ICCV_2023_paper.html
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Figure 3.3: Overview of Mining bias-target alignment from Voronoi cells.
Image taken from [9].

greater weight to bias-misaligned samples and mitigating bias-alignment information

from the bottleneck layer.

The key contribution of this approach lies in its bias-agnostic nature, which guides the

extraction of bias-target alignment information during the training of a standard model.

Specifically, we extract this information when the distances of misclassified samples to

the Voronoi boundary of the target class are maximized. Subsequently, we utilize the bias

alignment information to adjust the loss contribution of each sample, thereby facilitating

the learning of misaligned samples. Notably, since no prior information regarding the

bias is a-priori given, through the whole process we are unable to associate a semantic

meaning to it - this is currently a work in progress.

Mining Bias-target Alignment at a Glance Let us consider a supervised learning

setup (but unsupervised bias-wise), where we have a dataset D, where each sample x

is associated with a ground truth target label y. A given deep neural network, trained

for e epochs, produces a certain output trying to match the desired one through the

minimization of a loss function L(·). Unfortunately, this learning process does not

impose any prior on the specific subset of features that are extracted, which can lead

to a biased prediction over unseen data. We want to fight this effect. As synthetically

displayed in Fig. 3.3, the approach is composed of two main steps.

First, the bias is inferred by the learning of a vanilla model: at the end of each epoch (or

after a few iterations), the target class centroids and the Voronoi boundaries between

them are computed from the well-classified samples at the bottleneck layer. The distance

of the misclassified samples to the Voronoi boundary is computed to find the epoch

e∗ when the bias-target alignment is maximally learned. As visualized in Fig. 3.4,

missing the exact extraction time results in having a model fitting on other features and
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Figure 3.4: Representation of latent representations of a dataset at different learning
stages. The target classes are shapes and the bias is color. Arrows represent the
distance between misclassified elements and the Voronoi boundary (here represented

by H). Image taken from [9].

not exclusively on the bias, making the bias extraction process harder. To distinguish

between bias-misaligned samples and bias-aligned ones, we assume that, after a few

learning steps, the farther a misclassified sample is from its target Voronoi cell (defined

in the bottleneck layer’s output space), the more it has been strongly pulled by an

attractor. Such an attractor, since it is not its target class centroid, can be considered

as resulting from some bias. Hence, when the average distance between the misclassified

samples and their target Voronoi cell reaches its maximum, the model has learned bias

features, selecting the epoch e∗. At this point, we can collect the bias-target alignment

information (saying, that all the correctly classified samples are bias-target aligned, while

the misclassified ones are bias-target misaligned).

Then, a debiasing process follows: from the distances gathered from the previous step,

we assign each sample a weight, which will be used in the weighted loss. In addition, at

the bottleneck layer, we minimize the information about bias misalignment: this favors

the unbiasedness of the classification head (it is here used a similar approach as IRENE,

described in Sec. 3.5.1).

A complete set of experiments validating this approach is presented in [9]. Across empir-

ical validation, we find that the proposed approach is not only state-of-the-art among the

Table 3.2: Results on CelebA, targeting the attribute “blond”, with a bias towards
gender. In yellow is the best supervised approach. Table taken from [9].

Method Bias agnostic
Test accuracy [%] (↑)
Unbiased Bias-Conflicting

Vanilla ✓ 79.0 59.0
EnD [7] ✗ 86.9 76.4

LNL [164] ✗ 80.1 61.2
DI [199] ✗ 90.9 86.3

BiasCon + BiasBal [200] ✗ 91.4 87.2
Group DRO [201] ✓ 85.4 83.4

LfF [174] ✓ 84.2 81.2
Mining bias-target alignment ✓ 90.2±1.1 84.5±2.0
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unsupervised debiasing approaches, but in many setups, it stands among supervised ap-

proaches, and in some cases even shows superior performance. This effect can be due for

example to imperfect bias label annotation employed in supervised scenarios. It is here

reported, in Tab. 3.2, the performance achieved on the CelebA dataset for the “blond”

attribute in dataset unbalanced training. In comparison even with non bias-agnostic

(supervised) approaches, Mining bias-target alignment places itself competitively with

other supervised approaches.



Chapter 4

Conclusion and Future Research

In this manuscript, I have presented some of my research since the end of my Ph.D.

Specifically, I have worked on two core aspects of Deep Learning: making models effi-

cient, and understanding how the information is processed and imposing restrictions to

it. This translated into two research branches I have led in the last five years.

In the first branch, began at the end of my Ph.D. [2], I took care of exploiting efficiency

for DNNs through the concept of pruning. Along such a path, it was important to ex-

plore alternatives to magnitude pruning [92] and its variants [72, 73], countering the lack

of explicit loss constraints. In such a spirit, a sensitivity-based approach that senses the

perturbations of the output when some specific parameter (or groups of parameters) are

removed [1, 3, 14] has been proposed. Besides, it was also explored the challenging case

when pruning is performed on noisy datasets, giving rise to the sparse double descent

phenomenon [91]. This unfortunately challenges all the traditional pruning schemes, as

early stop criteria might be suboptimal. To counter this, a framework that enables-back

these schemes has been developed, through the employment of an entropic measure of

the activations in the DNN, that discerns the occurrence of the classical bias-variance

trade-off phase from the overparametrization regime [21]. Besides, it was shown that

it is possible to avoid sparse double descent when resorting to knowledge distillation

schemes [21]. On the exciting wave of the lottery ticket hypothesis [74], perspectives of

zero-shot pruning (namely, pruning already at initialization) have been explored. De-

spite some works suggesting this as a concrete possibility [95, 202], in my works it was

validated that iterative algorithms are still more performant [20]: due to a projection

caused by pruning, the loss landscape becomes progressively flatter, making the opti-

mization process hard [23]. However, locking the optimization process for a subset of

parameters while allowing those having high error signal, can be an effective way of

53



Conclusion and Future Research 54

saving computation at training time: through the estimation of equilibrium for neurons,

it is possible to save computation when backpropagating the error signal [6].

The second branch, regarding feature selection, attracted my interest while working

within the European project DeepHealth, between 2019 and 2021. There, I was collab-

orating on three use cases, and all of them were medical tasks: detection of colorectal

cancer, acute ischemic stroke treatment, and lung cancer diagnosis. Besides, during

the COVID pandemic, I collaborated within the CLAIRE COVID initiative, working

on data provided by our local hospitals. From this experience, I got in touch with the

problem of bias in data: the very first benchmarks for detecting COVID from Chest

X-Ray images with DNNs were built by taking negative samples from the Chest X-Ray

dataset, which collects radiographic images from children. As we remember, the first

COVID cases were all aged people: this was producing misleading results by the com-

munity [31]. This, associated with the presence of medical devices, annotations on the

side of the radiography etc. are essentially spurious correlations with the target task,

which can give rise to the insurgence of bias in the prediction. I got personally interested

in such a phenomenon, proposing first a work that disentangles bias features from the

latent space [7, 8], and then, after observing that debiasing is not equivalent to removing

all the information related to the bias (but simply reweighting it [30]), I worked to move

the first steps to perform debiasing when the bias labels are unavailable [9]. What lies

beyond the horizon for debiasing is to improve the efficiency of these approaches: right

now, the most popular paradigm is to train a model twice: first, to capture the bias, then

to train without over-relying on it. Finding a way to sense the insurgence of it already

at training time, and minimizing its dominance through regularization, is certainly of

interest to the community.

In synthesis, my research project lies at the intersection of model efficiency, efficient

learning, and feature selection. In the following, I will discuss some natural challenges

arising from my research, outlining potential directions and approaches to undertake.

4.1 Efficient Deep Learning On-device

As discussed in Chapter 2, the deployment of larger and larger DNNs is nowadays made

possible through a joint effort of technical advancements that enable these models to be

trained effectively to counter the gradient vanishing problem, the larger availability of

computational resources [203] and some steps moved to compress these models. In par-

ticular, according to Sevilla et al., the release of AlphaGo [204] in late 2015 historically

marked the advent of a new era, which they call the “Large Scale Era” [205]. While

on the one hand such a trend showcased the strength of DNNs, on the other hand it

https://deephealth-project.eu/
https://deephealth-project.eu/success-story/
https://deephealth-project.eu/success-story/
https://deephealth-project.eu/success-story-12-acute-ischemic-strokes-treatment/
https://deephealth-project.eu/success-story-6-lung-cancer-diagnosis/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7871022/
https://www.cell.com/cell/fulltext/S0092-8674(18)30154-5
https://www.cell.com/cell/fulltext/S0092-8674(18)30154-5
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raises concerns linked to power consumption and the requirement of larger embedded

systems [206]: this makes the deployment of these models in extremely constrained en-

vironments difficult. Examples of hardware-constrained resources are edge devices such

as mobile phones and embedded systems, where high computation costs or memory oc-

cupation should be kept at bay. While one possible solution, very popular in the last

decade, relied on cloud resources, it comes at some costs: the imperative of faster and

stronger connectivity (with associated costs in terms of energy and infrastructure) and

concerns linked to the privacy of the shared data with far servers is making the paradigm

shifting to perform most (or all) the computation at the edge.

Federating the Model’s Learning Efficient deep learning methods can have a

significant impact on distributed systems and embedded devices for artificial intelligence.

One explored pathway, where data is not directly shared with a central server but

the model’s training is decentralized, is constituted by federated learning. In such a

setup, multiple computation nodes collaborate to train a joint model, while at the same

time ensuring that data is never explicitly shared, but instead model’s parameters [207]

or their gradients [195] are shared in update rounds [208]. Due to the decentralized

nature of the data, federated learning for real applications faces the pressing challenge

of performing local computations on non-independently or identically distributed data,

which can harm the model’s generalization and convergence. Besides, other technical

difficulties include potentially longer convergence time, node’s (a)synchronicity, and the

extremely high bandwidth requirement challenges for federated learning [209]. These

technical difficulties are being currently explored by the community [210, 211, 212, 213],

but another very relevant challenge, typical in federated learning setups (despite the

premises), is that it is still sensitive to information leakage, showcasing vulnerabilities

to reconstruction attacks [214, 215, 216].

Continual Learning In several real-life applications, learning is a continual process

that adapts to incoming data streams [217]. Continually updating a DNN on a data

stream (where one realistic assumption is the high data correlation and for instance im-

balances in the gradient estimation) leads to catastrophic forgetting [218]: prior knowl-

edge is overwritten (and for instance, forgot) in favor of the new one injected. Although

multiple approaches have historically fought this phenomenon [219, 220], they typi-

cally rely on schemes involving full adaptation of the DNN model on the typical simple

benchmarks [221, 222, 223]. One recent opportunity is offered by foundation models,

which offer big prospects in terms of adaptability to downstream tasks through efficient

learning schemes [224, 225, 226, 227, 228]. While some works are already tackling such

challenge [229, 230, 231, 232], such a field still lives in its infancy regarding the trade-off

between computation demand and generalization guarantees.
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Efficient Learning on Resource-constrained Hardware When moving the train-

ing (or adaptation) of a DNN to an edge device, where the challenge is to deal with

energy consumption (or from a different perspective, latency constraints / computation

demand) and memory, a series of technical challenges emerge. These are not frequently

accounted for in schemes like federated or continual learning, while on the contrary, they

are key to be solved before and then deployed in synergy with solutions for those.

Models trained offline on a large-scale dataset built up at a given time notoriously tend

to fall victim to data drift when deployed “in the wild” [233]. Its combination with

online learning strategies has the potential to enable continuous model improvement

after deployment [234], thus adapting the model predictions to observed evolutions in

the data distribution. Moving the computation entirely on the edge, when possible, pro-

vides stronger security and privacy guarantees, as the attacker should physically access

the device and can not intercept the information flow. The main challenge limiting the

feasibility of on-device learning with current learning schemes lies in the computational

cost of backpropagation since gradient computation and parameter updating are consid-

erably more expensive than the forward pass. Some approaches circumvent the memory

problem by exploring alternatives to backpropagation, including the use of unsuper-

vised learning for image segmentation [235], the Forward-Forward algorithm [236], and

PEPITA [237], which in the longer period might constitute a valid option. At the current

state, however, these methods underperform compared to backpropagation-based solu-

tions. One option to reduce the backpropagation cost is provided by Lin et al., showing

that it is possible to fine-tune a deep neural network with just 256 KB of memory while

maintaining good performance [160] thanks to the careful selection of a sub-network to be

updated. Orthogonal to this work, Yang et al. proposes to reduce the number of unique

elements in the gradient map by patch-based compression of the input and gradients of

a given layer with respect to the output, thus reducing memory cost and accelerating

the learning process [238]. These two works, jointly with my current research [6, 26],

suggest that the backpropagation flow is typically sparse: identifying the error signal

propagation accounting for memory and computation cost is the next challenge to be

tackled, and prospectively can suggest the design, through Neural Architecture Search

schemes, of more finetuning-friendly DNNs.

4.2 Multimodal Foundation Models Collapse

In the last few years, we have witnessed a general transition from specialized DNNs

trained on (relatively) limited data to more general foundation models [55]. Their prac-

tical success lies in their potential to operate in the “open-world”, (sometimes arguably)
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claiming zero-shot abilities [239]. A typical grouping of these models, proposed in the

literature, consists of Large Language Models (LLMs) [240, 241, 242], Vision Trans-

formers Models (ViTs) [132, 133], Latent Diffusion Models [243, 244], and Multimodal

models [245, 246], where multimodal data such as text and images are aligned and

processed into a unique latent space. The potential of the latter is evident: it is very

frequent to collect data in multimodality, and treating jointly the information coming

from this adds information that aids in the accomplishment of a target task. One com-

mon example comes from the medical domain, where besides the result of exams (that

can consist of time series like ECG or images like X-Ray images), medical reports can

be either employed as ground truth or as part of the input for illness forecasting. A

proper design of latent space alignment mechanisms enables a convenient combination

and pipelining of these already large models to accomplish a target goal [247, 248, 249,

250]. A viable scheme employed to train multimodal models consists of training first

the models in a single modality in isolation, and then in a second phase performing a

joint fine-tuning: this is computationally convenient and at the same time conditions

the learning problem avoiding gradient vanishing and instability issues. However, after

obtaining a working large multimodal model, one question arises: is all the complexity

put in place really necessary?

As analyzed in Sec. 2.6, unstructured pruning, if properly conditioned, can induce a

phenomenon of layer collapse, where an entire layer is linearizable and merged with

the next one. This effect is also motivated by the known typical high redundancy in

DNNs [251, 252]. Such a process requires to be gradual and loss-informed: large pertur-

bations in multimodal foundation models are not tolerable, as recovering performance

can be an extremely hard and computationally expensive task. This suggests that tra-

ditional pruning schemes like [3, 92, 253] are not the best choice for solving such a task.

One intriguing possibility is offered by Optimal Transport, a mathematical framework

with deep historical roots [254, 255] useful for probability distribution discrepancy quan-

tification. Through the design of a proper regularization function, it could be possible

to weakly induce distribution matching between input and output distribution of (se-

quences of) layers in the large model. It is not unrealistic that unimodal models, when

deployed to solve a different (downstream) task, might not require the same complexity,

and on the contrary, might suggest the uprisal of shortcuts that can precociously merge

multimodal information. Such a research line has the potential to make these models

scale in terms of computation and memory, and potentially enhance the error signal at

fine-tuning time, further enhancing their generalization capability.
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4.3 Understanding the Bias Encoding in Deep Models

As we have seen in Chapter 1 and 3, debiasing approaches are being more and more

explored in the last luster due to upcoming regulations through the AI Act, and despite

multiple efforts conducted by the community, all the typical approaches require heavy

training procedures for either properly tuning the hyper-parameters of the models, or

training multiple times the neural networks. This comes at another very relevant envi-

ronmental cost, and besides it is not granted that such solutions can always apply to

any architecture/task. This is particularly motivated by the inherent lack of knowledge

behind the propagation of the information linked to the bias through the DNN model.

A deeper understanding of it would seemingly lead to cheaper and more immediate and

cheap training.

One trend of research around debiasing approaches focuses on LLM and foundation

models, given the big threat the generative model can effectively represent for the world

community. Notably, one trending subtopic in the community is unlearning [256, 257,

258]: large models trained on prohibited data (typically for copyright issues) should

forget them, hopefully not resorting to the same expensive training scheme. This has

links with some presented works on privacy and/or providing guardrails. As already

evidenced in Sec. 3.5, there is a fundamental difference between hiding information and

debiasing: the latter still allows the use of such information but in a more balanced

way. Some works are already showing that debiasing large models might be easier than

expected: for example, properly disabling some heads in the Multihead Self-Attention

block in Transformers can remove biases [259]. However, this research still lives in its

infancy, and current state-of-the-art methods are certainly inapplicable to large-scale

models due to their computational costs. In a recent work, however, I have shown

the existence, in DNN models affected by bias, of sub-networks that are unbiased, in

a supervised debiasing setup [28]. Similar to what Frankle and Carbin did for their

lottery ticket hypothesis [74], however, this existence has been only empirically shown:

efficient methods to retrieve it without resorting to supervised methods are still a matter

of research by the community.

Identifying (sub-)architectures that encode (or repel) certain features in the longer term

would open the doors to joint work between feature selection and complexity reduction.

By designing minimal architectures that satisfy known criteria in terms of information

propagation, it would be possible to build a system of hierarchical rules to compose ad-

hoc models compliant with specific regulations. Such a longer-term objective rightfully

frames itself within the context of interpretable AI, given that, through a bottom-up

approach, it would be possible to understand how the deployed DNN works.
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