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Abstract—Stochastic modeling is widely employed to charac-

terize uncertainty propagation in fluctuating wearable antenna 

systems. A major challenge that hinders the convergence of sto-

chastic models is the multilevel random effects on antenna’s 

far-field caused by random disturbances, which exacerbate the 

already difficult inherent issue tied to high dimensionality and 

nonlinearity. This paper proposes to separately model the “glob-

al” random effect depending mainly on frequency, and the “fine” 

random effect depending mainly on antenna’s directional char-

acteristics. The “decoupling” of global and fine effects is obtained 

by separately modeling the reflection coefficient S11 and a newly 

defined “desensitized” far-field, which is insensitive to detuning 

(or mismatch) phenomena. A “centering” technique based on 

cross-correlation is used to reduce the sensibility of S11 to the 

randomness. The whole strategy significantly accelerates the 

convergence of the modeling process, resulting in a “bi-level” 

surrogate model that exhibits enhanced robustness and accuracy. 

Comparative tests on a flexible textile patch antenna demonstrate 

that the proposed technique can reduce modeling costs by 57% 

while maintaining the same level of model accuracy. The proposed 

solution could expand the application of stochastic modeling to a 

broader spectrum of antenna characterization and optimization. 

 
Index Terms— Wearable antennas, stochastic modeling, mul-

tilevel random effects, convergence, robustness. 

I. INTRODUCTION 

Flexible antennas are highly promising candidates for 

wearable applications thanks to their attractive features such as 

being low profile, conformable, unobtrusive, ease to integrate, 

and cost-effective [1-2]. These antennas commonly operate in 

fluctuating environments and are subject to stochastic uncer-

tainties caused by multiple sources of randomness, including 

intrinsic deformations like bending, torsion, crumpling, and 

external disturbances like humidity, temperature, body prox-

imity effects, etc. Such uncertainties have a substantial impact 
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on the real-time performance of wireless body area networks 

(WBAN), and should be quantitatively characterized prior to 

implementation. With the trend of antenna miniaturization, 

arraying, and integration, the boundary between antennas and 

their surrounding environment becomes less distinct, resulting 

in the amplification of random effects. Stochastic modeling has 

emerged as a good approach for quantifying the propagation of 

uncertainties, treating the antenna and its immediate environ-

ment as a unified entity. 

Diverse data-driven models have been proposed to char-

acterize some antenna response metrics, such as gain or di-

rectivity, reflection coefficient, bandwidth, resonant frequency, 

etc., in the presence of multiple random disturbances. These 

models include polynomial chaos expansion [3-6], heuristic 

algorithms [7-9], and response feature approximation [10-11]. 

In recent years, there has been a growing focus on accurately 

modeling the complete far-field radiation, including both the 

amplitude and phase of the electric field E. This is particularly 

needed in ultra-wideband or MIMO scenarios. Rossi [12] 

introduced a stochastic collocation model for the electric field. 

The field is parsimoniously parametrized using vector spherical 

harmonic (VSH) coefficients which are then approximated 

using generalized polynomial chaos expansion (gPCE). In a 

separate study, our team proposed an iterative process that 

combines dominant VSH modes selection and the least-angle 

regression sampling (LARS) -based PCE [13] to extract effi-

cient surrogate models [14-15]. This approach improves mod-

eling efficiency for high-dimensional cases and extents to cover 

a continuous operating frequency range. Hu [16] proposed a 

general framework for building surrogate models for the elec-

tric field amplitude |E|. They employed dynamic LARS to 

select the most relevant input parameters before constructing an 

artificial neural network-based model. This framework 

demonstrated high efficiency with limited training data.  

To date, a major challenge for complete far-field modeling 

that has not been fully addressed is the multilevel random 

effects caused by random disturbances. We can distinct the 

“global” effect which occurs as an overall contraction of the 

radiation pattern, and the “fine” effect which occurs as the 

distortion (or reshaping) of the radiation pattern. Essentially, 

the global effect is due to the decrease in matching efficiency 

caused by detuning or mismatching phenomena, whereas the 

fine effect reflects the redistribution of radiated power between 

the various VSH modes. The contribution of the global effect to 

the total uncertainty in far-field radiation can be two orders of 

magnitude higher than that of the fine effect, but it’s also es-

sential to characterize the latter accurately, not least because it 

has a non-negligible impact on the phase of the field. Multilevel 

effects considerably hinder the model convergence and require 

a large training dataset to achieve satisfactory accuracy, thus 
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leading to high computational cost. 

We present in this paper a new approach to effectively 

deal with multilevel random effects on the antenna far-field.  

Global random effect due to detuning (or mismatching) and 

fine random effect representing power redistribution will be 

tackled separately. The key point is to emphasize that detuning 

information is essentially contained in the reflection coefficient 

S11(f ). Therefore, instead of directly modeling the complete 

far-field, we can build separately two “nested” sub-models: one 

to characterize the far-field modified by a desensitization 

technique to detuning, and the other to characterize the reflec-

tion coefficient S11(f ). A centering technique based on 

cross-correlation is proposed to gather all random S11(f ) curves 

around a reference location to largely reduce the non-linearity 

of the problem. Finally, the complete far-field model is ob-

tained by combining the two sub-models. This new approach 

avoids dealing with multilevel random effects at one single 

stage, which speeds up model convergence, improves the 

robustness of the surrogate model, and allows some generali-

zation of stochastic modeling to a wider variety of applications.  

The paper is organized as follows: in Section II, the prin-

ciple of the PCE-based stochastic modeling methodology and 

the multilevel random effects separation technique are outlined; 

in Section III, verification is carried out on a wearable textile 

patch antenna and comparative results are discussed; general 

conclusions and perspectives are drawn in Section IV. 

II. MODELING OF THE COMPLETE FAR-FIELD RADIATION 

A. Formulation of the Problem 

A flexible antenna subjected to random disturbances can 

be regarded as a “Blackbox”-like uncertain system, whose 

input is a multi-dimensional random variable 1 2( , ,...)= TX XX  

and the output of interest is the electric far-field ˆ( , )fE r
∞ . We 

denoted the output perturbed by the input as ˆ( , , )fE rX
∞ , 

which is represented here by the Antenna Transfer Function 

(ATF) ˆ( , , )f rH X , defined in [17] as: 

 
1 0
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ˆ( , , ) ( , , )

( )






jkrre
f f

a f
r E rH X X
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where a1 is the incident partial wave (unit is aW tt ) measured 

in the input plane of the antenna, ˆ ( , )=r   the unit radial vector 

(the spherical angle couple, in the arguments of the functions), j 

the imaginary unit ( 2 1= −j ), k the wavenumber, min max[ , ]f f f  

the considered frequency, and ˆ( , , )fE rX
∞ the radiated far-field. 

This ATF is in fact a realized transfer function, because the 

chosen normalization leads to the realized gain, 

i.e.,
2

ˆ ˆ( , ) = ( , )rf G fr rH . Therefore, it accounts for both the 

matching and directional characteristics of the antenna. 

To quantitatively characterize the ATF over a considered 

frequency range, we take the simplifying assumption that treats 

the deterministic frequency parameter “f ” as an ordinary ran-

dom variable, so that we can take the vector space generated by 

the random variables 1 2( , , . . . , )TX X f as the input space for 

this stochastic process. Sophisticated approaches like PCE and 

its variants can be used to obtain closed-form solutions. As 

mentioned previously, multilevel random effects aggravate the 

problem of the curse of dimensionality and non-linearities. It is 

thereby necessary to develop large experimental designs (EDs) 

with enormous training data, entailing high computational cost. 

B. Detuning-Desensitized Antenna Transfer Function 

To alleviate the challenge of multilevel random effects, we 

propose to characterize the global and fine effect separately. 

This is achieved by “decoupling” the detuning phenomenon 

from the ATF. Seeing that the detuning effect is mainly con-

tained in the reflection coefficient, it amounts to construct a 

new detuning-desensitized ATF ˆ( , , )f rH X  as (2): 
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where 
11( , )S fX  is the reflection coefficient of the X-perturbed 

antenna. The matching efficiency is 
2

11(1 ) = −m S , thereby, 
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where G and Gr are respectively the power and realized gains of 

the antenna. Note that the definition of H is the same as that of 

the “phasor” ĝ  proposed in [18].  

Physically, H represents the ATF as if the antenna were 

always in perfect impedance match with the feeding line, re-

gardless of the presence of input disturbances or frequency 

sweep. It is therefore, in a way, much more “insensitive” to the 

detuning effect. Next, it is easier to construct sub-models for 

both the desensitized ATF and the reflection coefficient sepa-

rately. Thereby, the overall modeling process converges faster, 

resulting in a more robust model. 

C. Stochastic Modeling of the Detuning-Desensitized ATF 

Let there be M−1 random variables with a known joint 

probability distribution function (PDF). Additionally, consider 

the frequency “f ” as an extra random variable with the same 

type of marginal PDF. We adopt the PCE method described in 

[14] to construct a surrogate model that maps ˆ( , , )f rH X  to 

( , )fX . The construction process of the surrogate model in-

volves two main steps. Firstly, the desensitized ATF is parsi-

moniously represented by a limited number of energetically 

dominant VSH modes; secondly, each selected VSH mode is 

decomposed into a weighted sum of chaos polynomial de-

pending on the input variables, using the LARS-PCE algorithm. 

The accuracy of the surrogate model can be progressively im-

proved through an iterative procedure by enriching the ED. The 

final surrogate model, denoted as
ˆ ˆ( , , )f rH X reads (4),  
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| |
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H   (4) 

where  ˆ ˆ( )q r is an orthonormal basis in the 
2L  space of 

spherical harmonics;  ( ) X is a multivariate orthonormal 

basis in the Hilbert space
2 ( , )M

PL
X

 with respect to the inner 

product , ( ) ( ) ( )  =  Mu v u v f dXx x x x ; { }qy are the unknown 

scalar coefficients to be resolved during the modeling process. 

(Please refer to [14] for more details.) 
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D. Stochastic Modeling of the Reflection Coefficient S11(f ) 

The modeling of the frequency response
11( )S , fX  in-

volves two successive steps. Firstly, we employ a reduction 

order method based on Fourier series expansion (FSE) to par-

simoniously represent S11(f ). Subsequently, we utilize 

LARS-PCE to decompose each Fourier coefficient into chaos 

polynomials of the input parameters. Various approaches, such 

as polynomial fitting, Gaussian fitting [19], transfer function 

identification [20], and FSE, can be employed to compress a 

frequency response function. We have opted for FSE to char-

acterize the real and imaginary components of S11(f  ) because 

they closely resemble the composition of harmonics. 

In most cases, the phenomenon of detuning due to struc-

tural variability appears, to a 1st approximation, as a translation 

of the frequency response (with respect to the nominal response) 

of each random antenna realization. Compensating for these 

translation differences before modeling is of crucial importance 

to reduce the variation range of the random system. It is the key 

step in accelerating the convergence of the modeling process 

and improving model accuracy. We first perform a translation 

operation on the reflection coefficient curves to “center” or 

“align” them to some extent around a reference curve, as shown 

in Fig. 1 and denoted as in (5): 

 
11 11

( ) ( ( ))-S , f = S , f fX X X  (5) 

where ( )f X is the frequency offset of the X-disturbed reflec-

tion coefficient curve with respect to the reference curve. It can 

be determined as the lag when performing the cross-correlation 

between these two curves [21]. 

Next, we proceed to extract the representative features of 

the “centered” reflection coefficients which are now much less 

sensitive to the random input X, utilizing the FSE: 

, , , ,

11 0

1

( , ) ( ) ( )cos( ( ) ) ( )sin( ( ) )
=

= +  + 
n

R I R I R I R I

k k

k

S f a a k f b k fX X X X X X   (6)    

where /

11

R IS is the real or imaginary part of the X-disturbed 

centered reflection coefficient, n is the order of the truncated 

expansion, ka and kb are coefficients of the k-th order compo-

nents, and τ is the variable (in seconds) in the dual space, con-

sidered here as a representative parameter of the model. 

Both the coefficients 0 1 1( ), ( ), ( ), , ( )a a bX X X X and the 

frequency offset ( )f X  can be each stochastically modeled 

using the LARS-PCE algorithm, resulting in a series of models, 

denoted as 0 1 1
ˆˆ ˆ ˆ( ), ( ), ( ), , ( )a a bX X X X  and ( )f X .  

For any new input X, the surrogate model predicts the re-

flection coefficient
11

( )Ŝ , fX  of the corresponding antenna as 

in (7). Finally, the surrogate model ˆ ˆ( , , )f rH X  for the com-

plete far-field can be obtained by combining (4), (7) and (8). 

11 11
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Fig. 1.  The reflection coefficient curves: (a) before and (b) after centering. 

TABLE I  DESIGN PARAMETERS OF THE TEXTILE PATCH AND A PHOTO 

Random 
parameter 

Unit 
Nominal 

value 
Support 

κ mm-1 0 [0, 1/30] 

C mm 0 [0, 5] 

s - 1 [1, 1/0.6] 

εr - 1.776 [1.6, 1.9] 

f GHz 2.45 [2.4, 2.5] 

III. APPLICATION TO A TEXTILE PATCH ANTENNA 

The proposed modeling approach was applied to a flexible 

textile patch antenna described in [14] for uncertainty quanti-

fication. Its performance, with regards to modeling efficiency, 

model accuracy, and robustness, has been verified by compar-

ing with the LARS-PCE method in [14], which did not specif-

ically address the issue of multilevel random effects.  

A. Flexible Patch Antenna 

The antenna is a classic microstrip-fed rectangular patch 

antenna. It consists of two layers of copper foil and one layer of 

jean tissue (with a relative permittivity of 1.776 and a loss 

tangent of 0.05). In this work, we consider bending and crum-

pling deformations, as well as variations in the relative permit-

tivity of the dielectric layer. The geometric, electromagnetic, 

and frequency parameters are assumed as mutually independent 

and uniformly distributed random variables, as detailed in 

Table I, where  represents the curvature of the substrate along 

the long side of the patch; C and s are the amplitude and the 

spatial pseudo-frequency that characterize the “Weierstrass 

fractal shape” modeling crumpling along the long side; the 

variation in εr can be attributed to manufacturing tolerances, 

temperature or humidity instability in the environment; and the 

frequency range is simply the passband of the antenna.  

B. Detuning-Desensitized ATF Modeling 

Following the procedure outlined in section II.C, we de-

rived a series of surrogate models for the desensitized ATF 

ˆ( , , )f rH X as the ED size gradually increases. To assess the 

predictive accuracy of these surrogate models, we employed a 

cross-validation metric called the weighted leave-one-out error, 

denoted as eWTLOO (defined in [14]). Empirically, a value of 

eWTLOO ≤ 5% guarantees relatively good accuracy.  

For comparison, Fig. 2 depicts, with a black curve, the 

same metric for the surrogate models of the direct complete 

ATF. These models were built using the same LARS-PCE 

algorithm and the same ED as that used for the desensitized 

ATF models. As expected, the error decreases with increasing 

ED  size  in  both  cases.  However,  in  terms  of  convergence, 

（a） （b） 
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TABLE II  COMPARISON OF DIFFERENT SURROGATE MODELS 

Surrogate model 
Cardinal 

of ED 

Accuracy of the surrogate model (test on an independent random test set with 2000 cases) 

Distribution of the prediction errors esup (dB) Average predic-

tion error (dB) 

Max prediction 

error (dB) 
Low (≤ 1) Medium (1 − 1.5) High  (1.5 − 2.5) 

Ref. [14] Model1_700 700 89.32% 8.16% 2.52% 0.53 2.2 

this work Model2_300 300 89.76% 8.37% 1.87% 0.56 3.04 

this work Model2_700 700 96.02% 3.68% 0.30% 0.43 2.28 

 

 

 

 

 

 

 

 

Fig. 2.  Prediction error of surrogate models adaptively constructed by enrich-

ing the ED. 

the red curve outperforms the black curve. When all 700 real-

izations of the ED are used as the training dataset, the predic-

tion error in the 1st case (red curve) is significantly lower than in 

the second (black curve), i.e., 3.1 % vs 5 %. Similarly, to 

achieve the criterion eWTLOO ≤ 5 %, only 300 realizations are 

needed for the 1st case, whereas 700 realizations are required 

for the 2nd case. It is essential to emphasize that the acquisition 

of the ED databases using full-wave electromagnetic simula-

tions is the most time-consuming step (i.e., about 15 minutes 

per simulation). This new approach thereby reduces the total 

cost of modeling by almost 57 % (i.e., about 100 hours in total). 

By adopting the modeling procedure described in section 

II.D, we derived a surrogate model for the reflection coefficient 

S11(X, f ) based on the first 300 ED realizations. To quantify the 

accuracy of the surrogate model, we define a new metric em that 

represents the relative error between the matching efficiencies 

ηm of the original and model-reconstructed S11(f  ). We further 

define its average value over the considered frequency range as 

in (9) to account for the overall performance. Fig. 3 shows the 

relative error remains below 3 % for all ED realizations. 

 

[2.4, 2.5]
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f f
e f
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C. Complete Surrogate Model for Far-Field Radiation  

By combining the two sub-models presented (of the de-

sensitized ATF and the S11), we finally obtain a surrogate model 

for the complete ATF, which represents far-field radiation, as 

defined in (8). Let's refer to the surrogate models constructed 

by using the original methodology from [14] as “Model1_700” 

(i.e., derived from 700 ED realizations), and by using our 

Two-step method in this work as “Model2_300” (i.e., derived 

from 300 ED realizations) and “Model2_700” (i.e., derived 

from 700 ED realizations). To verify the prediction capabilities, 

we tested them over an independent random test set comprising 
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Fig. 3.  Relative error of the constructed surrogate model for S11. 

2000 realizations. We compared the ATFs computed with the 

surrogate models to those directly obtained from the EM sim-

ulations (which are used as a reference). 

Table II summarizes the prediction error esup for different 

surrogate models. esup indicates the maximal absolute differ-

ence between the model-predicted and the original ATFs in 

terms of the realized gain Gr in a 10dB-drop solid angle that 

encompasses most of the broadside hemisphere (please refer to 

[14]). In order to show the distribution of the prediction errors, 

we classified them into three categories: “Low error level” (eSup 

≤ 1 dB), “Medium error level” (1 < eSup ≤ 1.5 dB), and “High 

error level” (1.5 < eSup ≤ 2.5 dB). The average and maximal 

prediction error over the 2000 cases are also given. It is note-

worthy that Model2_300 exhibits a prediction error level sim-

ilar to Model1_700, but requires 57 % less computational cost. 

Conversely, Model2_700 incurs the same cost as Model1_700, 

but has significantly improved performance. Notably, the 

percentage of cases falling into the “Low error level” category 

has increased from 89.32 % to 96.02 %, and the percentage of 

cases categorized as “High error level” has sharply decreased 

from 2.52 % to only 0.3 %.  

IV. CONCLUSION 

Multilevel random effects can intensively hinder the an-

tenna modeling convergence. In this work, we introduce a 

novel technique to separately characterize the global effect 

mainly induced by detuning (or mismatch) phenomenon and 

the fine effect related to antenna directional characteristics. 

Application to a textile patch antenna shows the proposed 

methodology could significantly enhance the convergence rate 

of the modeling process, leading to a substantial reduction in 

modeling cost. Such surrogate models can be beneficial for 

uncertainty quantification of a radio link in WBAN scenarios 

(particularly for broadside off-body communications), and for 

irregular array synthesis and MIMO systems evaluation. 
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