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ABSTRACT
Emerging applications and technologies such as vehicle-to-everything
(V2X), edge-computing, and artificial intelligence have emphasized
the demand for low-latency and deterministic communication. Al-
though the 5G network has taken several efforts to fulfill this de-
mand, such as with 5G-Time-Sensitive Networking (TSN) integra-
tion and DetNet, these efforts must be significantly expanded in
6G to fully achieve end-to-end deterministic communication. In
this paper, we explore the problem of programmable deterministic
communication in the new architecture of 6G. To deal with this
problem, we rely on TSN, which has been proven to be a promising
solution for deterministic communication. We take V2X as a use
case, then investigate the two greatest challenges of this use case:
low-latency communication and programmable network manage-
ment for deterministic communication. To deal with these chal-
lenges, we introduce two solutions: (i) TSN low-latency scheduling
supported by Multi-Agent Deep Reinforcement Learning, and (ii)
programmable network management supported by SDN and joint
cloud-infrastructure control. For each solution, detailed architec-
ture and functionality design are presented. We show their high
feasibility, applicability, and potentialities through comprehensive
definitions, detailed explanations and in-depth qualitative analysis.
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1 INTRODUCTION
While the fifth-generation network (5G) is currently being deployed
around the world, visions of the sixth-generation network (6G) are
being introduced by several actors in the industry and academia.
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From a user perspective, 6G is expected to connect the human, phys-
ical, and digital worlds; while from a technical perspective, various
advancements will be made, especially in Artificial Intelligence (AI),
eXtreme Ultra-Reliable Low-Latency Communication (xURLLC),
and network virtualization.

In 5G and 6G, the applications and technologies such as Vehicle-
to-Everything (V2X), Virtual and Augmented Reality (VAR), and AI
have significantly increased the demand for low-latency and deter-
ministic communications. The current 5G network has introduced
several solutions to address this demand, such as the integration of
5G and Time-Sensitive Networking (TSN), DetNet, URLLC standard-
ization, and network slicing. However, for the following reasons,
these solutions need to be much more enhanced in 6G to achieve
End-to-End (E2E) deterministic communication.

First, 5G cannot adequately meet the requirements of massively
data-intensive real-time applications such as cloud computing-
enabled connected vehicles and VAR-based remote surgery [15].
For example, in those applications, the target of E2E latency is in
the order of milliseconds [14]. Second, even though 5G network
slicing can enable the provision of isolated resources for different
services, this slicing does not sufficiently take into account deter-
ministic communication [9]. Finally, the efforts in 5G should also
be expanded to address new architecture and technologies in 6G
(e.g., RAN-Core converged cell-free cloud-native architecture, AI
techniques).

This paper proposes to rely on IEEE 802.1 TSN [3] for determin-
istic communication in 6G because TSN has been shown to be a
promising technology for low latency and reliable communications.
TSN, DetNet, and URLLC standardization are among the main ap-
proaches for deterministic communication in 5G/6G. While the
3GPP standardization of URLLC focuses on physical layer, DetNet
focuses on network layer, and TSN covers link layer. Even though
several efforts have been made to integrate TSN into 5G [17], a
native integration of TSN into 6G will greatly support deterministic
communications [1]. Indeed, 6G is expected to have a RAN-Core
mesh connectivity, and have real-time exchanges among its cloud
servers (i.e., far edge-, edge- and central-clouds). This mesh topol-
ogy and real-time exchanges are highly compatible with Ethernet
TSN. In addition, TSN allows to mix heterogeneous traffic con-
straints on the same medium, then to support multiple applications
with different requirements.

Programmability for deterministic communication is another
important aspect of 6G. First, since 6G is envisioned to have a new
service-centric and cloud-based architecture, programmability is
needed to leverage the interoperability among these cloud-based
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services. Second, programmability technologies especially Software-
Defined Networking (SDN) and Network Function Virtualization
(NFV) are essential for network slicing in multi-tenant operations.
This is because the resources and network functions across each
slice should be managed and orchestrated/coordinated in a dynamic
manner by multiple tenants/service providers. Finally, SDN has
been shown to be highly relevant for managing TSN, as presented
in several studies [6, 10, 12, 16].

To investigate deterministic communication in 6G, we take V2X
as a use case because this use case is among the most challenging
applications of 5G and 6G [2]. This is because the safety-critical
scenarios of V2X create many stringent requirements, especially
in terms of latency and reliability. Moreover, since computation-
intensive applications such as autonomous driving pave the way for
further deployments of far edge-, edge- or cloud-computing [4], the
communication delay between vehicles and remote cloud servers
poses a more significant challenge. We analyze two of V2X’s most
critical challenges, which are the requirement for low-latency com-
munication and a sophisticated design for programmable network
management.

To address the first challenge, we propose to use Multi-Agent
Deep Reinforcement Learning (MADRL) for computing IEEE 802.1Qbv
schedules. In TSN, IEEE 802.1Qbv is a standard that defines sched-
uling mechanisms for TSN bridges, allowing to prioritize network
traffic and control the latency of critical flows. For simplicity, here-
after the standard IEEE 802.1Qbv can be referred to as Qbv. The Qbv
schedules can be generated manually or via heuristic algorithms.
However, besides heuristics, Deep Reinforcement Learning (DRL)
has showed to be highly relevant for the planning problems like
this scheduling problem. DRL is also relevant when we need to
search for a time-varying and evolving solution, which is also ap-
plicable to scheduling problems. Moreover, due to the problems of
scalability and complexity, we avoid using a global and centralized
DRL approach. Instead, we use MADRL to compute Qbv schedules
in a distributed and sequential manner.

To address the second challenge, we introduce two components
for network management, namely cloud manager (i.e., cloud-based
NS manager) and infrastructure manager (i.e., physical network
devices manager). Then we show that these two components have
a strong association between them, and that they have a common
goal of adapting the physical network devices corresponding to the
changes of V2X application and environment. As a result, we pro-
pose a network management solution that closely ties together the
cloud manager and infrastructure manager. Moreover, in some sce-
narios, this solution allows these components to jointly contribute
to a common decision.

In the literature, there have been several studies that investigate
the deterministic communication in 5G [7, 9, 18, 19] and 6G [13].
Among them, some studies target V2X [18, 19], while some oth-
ers focus on Cyber-Physical System (CPS) and industrial use cases
[7, 13]. About methodology, some studies adopt network slicing
[9], while some others adopt TSN scheduling [7, 19]. The authors
in [18] introduce a system-level architecture for transmitting V2X
control signals via TSN in 5G. The objective is to protect the delay
and reliability of deterministic traffic when this traffic co-exists
with non-deterministic traffic. Among studies considering 6G, the
survey article [13] presents the state of the art for E2E deterministic
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Figure 1: Cloud-based architecture in 6G

communications, then proposes several research directions. The au-
thors show that 6G should address E2E deterministic characteristics
across heterogeneous technologies and domains. Differing from
the literature, this paper presents a TSN-supported deterministic
communication for V2X inside the new architecture of 6G. After
analyzing the two main challenges of this V2X use case, we propose
two solutions to deal with these challenges.

2 TSN AS ENABLER FOR 6G DETERMINISTIC
COMMUNICATION

TSN is a set of standards that are developed by the IEEE 802.1 TSN
Working Group. These standards can be categorized into four main
groups, namely time synchronization, low latency, high reliability,
and network management. TSN network is designed to have high
synchronicity, reliable communication, strict latency, and a highly
manageable control plan. Especially, with reliable communication
and strict latency, TSN allows supportingmultiple traffic constraints
on the same medium. In this way, the network can adapt to multiple
services/applications and fulfill their different requirements.

TSN has been showed to be an important technology for 6G
because (i) there are a growing number of applications that require
deterministic communication in 6G, and (ii) TSN demonstrates
strong alignment with the new Core-RAN mesh topology in 6G.

First, one important aspect of 6G is the service-centric architec-
ture that hosts inside it various cloud-based/cloud-native Network
Services (NS) [1, 20]. As in Fig. 1, this architecture leverages cloud
computing, with the NSs deployed distributively at far edge-, edge-
and central-cloud. These NSs can be controlled and orchestrated by
a cloud manager. In a real system, end-devices such as vehicles or
robots might need to transmit real-time data to the edge or cloud
servers for processing. In the other direction, some command and
control messages might need to be transmitted back to the end-
devices. For many real-time and parallel processing applications,
these exchanges require extremely low latency and a certain level
of determinism.

Second, 6G is expected to have a converged RAN-Core mesh
topology [8, 20]. On one hand, as this mesh domain has to support
real-time exchanges among edge- and cloud- servers, determinis-
tic communication is needed. Specifically, the NSs and physical
network devices have to stay synchronized on information such
as exchanged data, training data, or newly generated Qbv sched-
ules. On the other hand, Ethernet TSN is highly compatible with
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the new RAN-Core mesh topology, which is demonstrated by its
mechanisms such as multi-path redundancy transmission (802.1CB),
TSN for fronthaul networks (802.1CM), multi-domain time synchro-
nization (802.1AS-Rev). As a result, TSN is a promising research
direction to address deterministic communication in 6G [1].

3 PROGRAMMABLE DETERMINISTIC
COMMUNICATION IN 6G

To support the high level of programmability, two important as-
pects are the openness of network infrastructure (i.e., network phys-
ical devices) and the interoperability among NSs. This openness
facilitates programmability in situations where, for example, ex-
ternal developers need to interact with the network infrastructure.
The interoperability among NSs allows providing cloud-native and
softwarization architecture, which supports the scenarios such as
multi-tenant operation (e.g., multi-network providers, multi-cloud
service providers, multi-solution providers).

Programmability is applicable in multiple aspects of 6G. We
define that network management in 6G includes two main com-
ponents, namely cloud manager and infrastructure manager. The
cloud manager is responsible for adapting (e.g. deploy, scale up,
migrate) the NSs dynamically according to the Service-Level Agree-
ment (SLA) and the change of environment. The infrastructure
manager is in charge of controlling and configuring the TSN equip-
ment in accordance with the SLA and environment. In the following,
we show that the programmability is applicable to both of these
two components.

First, in terms of cloud management, programmability is highly
applicable, especially for network slicing. The cloud manager is in
charge of controlling and orchestrating/coordinating the resources
across the network slices. This manager ensures an appropriate
allocation of resources, policies, and an efficient orchestration of
NS deployments. Two main technologies for cloud management
are NFV and SDN. NFV allows network functions to be virtualized
and deployed on-demand, while SDN provides programmable con-
trol and dynamic configuration to network infrastructure. Using
NFV and SDN, network operators can create virtual network slices
with specific resource allocations, performance requirements, and
quality of services (QoS). Each slice operates as an independent
virtual network with its own set of virtualized network functions.
This enables an efficient sharing of common physical infrastruc-
ture while providing tailored services for different applications,
users, or service providers. In V2X, slice management becomes es-
pecially challenging when there is high mobility or there are insuf-
ficient local cloud resources. To address such scenarios, 6G should
be equipped with a programmable and dynamic cloud manager.
This manager will dynamically and flexibly orchestrate network
resources to ensures end-to-end QoS.

Second, in terms of infrastructure management, programmabil-
ity is also highly applicable. Since deterministic communication
requires precise control over the timing of data exchange, we need
programmability to dynamically control network devices and to
response timely to the network dynamics. For example, SDN can
provide programmable control to dynamically manage and con-
figure TSN network infrastructure (e.g., TSN bridges). In this way,
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Figure 2: Fully centralized model of IEEE 802.1Qcc

we can program into the TSN infrastructures the traffic prioritiza-
tion and resource sharing based on demand. Specifically, the main
standard of the TSN control plane is IEEE 802.1Qcc [5]. In a recent
amendment proposed by 802.1 TSN Working Group, three network
management models are specified: fully distributed, centralized
network/distributed user, and fully centralized. This standard rec-
ommends using the centralized configuration model (Figure 2) for
the tasks such as TSN scheduling, network path control, redun-
dant paths management, and time synchronization. This model is
composed of Centralized User Configuration (CUC) and Central-
ized Network Configuration (CNC) entity. While CUC is mainly
responsible for collecting the applications’ requirements, CNC is in
charge of computing and sending configurations (e.g. gates sched-
ules in Qbv) to TSN bridges. In the literature, the CNC entity has
been widely implemented by SDN [6, 10, 12]. In this paper, we also
propose to use SDN for programmable infrastructure management
in 6G.

4 V2X AS A USE CASE OF 6G DETERMINISTIC
COMMUNICATION

4.1 V2X Use Case
V2X communication refers to the information exchange between
vehicles and other entities in the surrounding environment. Some
types of V2X are vehicle-to-cloud or Vehicle-to-Network (V2N),
Vehicle-to-Network-to-Vehicle (V2N2V), Vehicle-to-Infrastructure
(V2I), Vehicle-to-Vehicle (V2V). In the scope of this paper, we focus
on the communication of V2N and V2N2V. With V2N, vehicles com-
municate with clouds and data centers to receive services such as
real-time data analysis, remote control, storage, and database access.
These services can support a variety of vehicular applications, e.g.,
real-time road traffic management, and fleet control. With V2N2V,
vehicles can communicate with each other, besides direct V2V. This
communication allows sharing of information such as speed, po-
sition, acceleration, supporting applications like advanced driver
assistance systems.

As an example of a V2N scenario, the devices such as sensors
and radars collect and transmit real-time data to the cloud, where
this data will be processed. By ensuring sufficient data storage and
processing resources, the cloud-computing can provide efficient
control information for vehicles. This control information may
include critical data such as collision warnings and road traffic
conditions. Hence, the vehicles typically want to receive these
control information in a timely manner.
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4.2 Challenges of V2X in 6G
4.2.1 Low-latency Communication. V2X is among the most chal-
lenging applications in 5G because this is a safety-critical applica-
tion in which the vehicles typically travel at high speeds and change
direction frequently. V2X communication imposes high demands
for latency, reliability, and the number of connected vehicles. Low
latency and high reliability enable the rapid exchange of critical
information for timely decision-making. As an example, in a pla-
tooning scenario with autonomous vehicles driving in a group, the
communication latency between them must be less than 10ms [18].
Achieving such low latency with high mobility is a major challenge.

In addition, with the rapid developments of connected vehicles,
there are a growing number of computation-intensive applications,
e.g., autonomous driving, video-aided navigation. Since these ap-
plications usually require large computation resources, edge- and
cloud-based processing is preferred, compared to local in-vehicle
processing. Then, the communication latency and reliability be-
tween the vehicles and remote cloud servers also become a more
challenging problem. As a result, 6G system has to align properly
with these requirements of low latency and high reliability. The
technologies such as TSN, network slicing, and edge computing
are among promising approaches to address those requirements.

4.2.2 V2X Programmable Network Management. In terms of cloud
management, there is a major challenge in allocating and orchestrat-
ing computing resources, NSs, and network slices, while at the same
time ensuring different SLA for different V2X services. Firstly, this
orchestration requires maintaining data synchronization among
computing resources or NSs. Secondly, the cloud manager must
also adapt to the dynamics of network traffic and vehicle mobility,
in a typically extended geographical coverage. Finally, an extended
coverage imposes another challenge on the orchestration and scal-
ability, e.g., migrate/offload computing tasks, deploy, scale up, and
activate/deactivate NSs.

In terms of infrastructure management, programmability is also
a significant challenge in V2X. Especially, V2X network typically
spans multiple domains that encompass heterogeneous technolo-
gies, e.g., Radio Access Network (RAN), edge and cloud computing,
and tunneling network. Each technology or domain has its own pro-
grammable paradigms, interfaces, and control mechanisms. Hence,
the programmability across multiple technologies usually requires
an interoperability design. This interoperability is possibly provided
by standardized interfaces and abstracted underlying technologies.
Therefore, the proposed infrastructure manager investigates a fine-
grained and intelligent resource allocation mechanism to provide
consistent QoS across different domains. To use SDN for infrastruc-
ture management, its implementation has to support interfacing
with different network devices such as TSN bridges, edge and cloud
compute nodes, and 6G radio units. For example, when integrat-
ing 5G and TSN, the 5G system is viewed as a virtual TSN bridge;
however, this bridge cannot be controlled directly by the CNC as
described in 802.1Qcc. Instead, CNC can only do that by interfacing
with a new component called TSN Application Function (AF). This
TSN AF serves as an interface between CNC and 5G control plane.
Note that regarding programmability, there are some challenges
that not only relate to research activities but also the hardware
development, such as the support of TSN in 6G radio units.

Local TSN domain
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agent simulatortrained agent

configuration

action

reward
state

Figure 3: The training of DRL agent and interaction with
CNC

5 SOLUTIONS FOR V2X IN 6G
5.1 Low-latency Communication Supported by

MADRL
To address the first challenge which is described in section 4.2.1,
we propose to use the DRL technique for computing Qbv schedules.
The reason is that this technique has been widely adopted to deal
with the planning problems like this scheduling problem. More-
over, DRL targets to achieve time-varying and long-term solutions
through interacting with the environment, which is also applicable
to scheduling problem. The idea behind RL is that an agent will take
actions over an environment, then receive in return a reward and
a new state of the environment. This process is repeated until the
agent found a terminal state that solves the problem (Fig. 3). The
reward represents the impact of the action, whereas the state serves
as an observation of the environment. In the V2X use case, the state
consists of data about network topology, network flows, and their
E2E delay. The actions are the Qbv schedules, and the reward is
derived from the E2E delay of critical network flows (also called
TSN flows). More detailed descriptions can be found in [11]. In Fig.
3, after the agent found a terminal state that solves the problem,
the trained agent will be used as a Qbv scheduler.

An enhanced version of DRL isMADRL, in whichmultiple agents
coexist in the same environment. These agents can act towards
their own reward or a common reward. The environment might
be partially observed by each agent. In this paper, we use MADRL
instead of DRL due to scalability and complexity reasons. First, as
discussed in section 4.2.1, V2X usually deals with high mobility and
extended geographical coverage; hence, deploying a single DRL
agent for the entire system will pose a serious problem of scalability.
Second, as showed in the experiments of our previous study [11],
DRL training is a highly time-consuming task. For example, when
running DRL on a machine of a 4-core processor 1.6GHz and 16GB
memory, with a linear topology network, the agent takes few tens
of seconds to train and generate Qbv schedules. Therefore, the
MADRL approach is more adaptable in a large-scale system.

Fig. 4 depicts the implementation of the proposed solution, which
includes an E2E TSN data plan and a service-based control plan.
The NSs such as cloud manager, local MADRL, and global MADRL
are deployed distributively on far edge-, edge- and central-cloud.
The local MADRL is in charge of computing Qbv schedules for
the local network domain. Note that in the proposed MADRL, the
local agents act in a cooperative manner. Before applying those Qbv
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schedules into the TSN bridges, IEEE 802.1Qbv also requires that the
clocks on the bridges are first synchronized. This synchronization
is provided by 802.1AS for both wired and wireless domains of the
cellular system, as described in our previous research [17].

We designed it such that, to find the global scheduling solution
(i.e., joint action as defined in MADRL), the global agent receives
local solutions from local agents in a distributed and hierarchi-
cal manner. From a game theory perspective, this is a sequential
and cooperative process. From a federated learning perspective,
the training of local agents is done with the local data taken from
the local domain. As an example in V2X, when certain geographi-
cal domains experience high vehicle density, local agents within
those domains should be activated. After generating local Qbv
schedules/configurations, local agents apply these schedules to
TSN bridges inside the local domain, and at the same time transmit
these schedules to the global agent for computing global schedules.
Then these global schedules are sent back to local agents for ap-
plying to TSN bridges. This process is repeated if E2E QoS is not
reached.

In Fig. 4, we also illustrate the exchanges when applying Qbv
schedules to the TSN bridges. Specifically, after being generated
by local MADRL, the Qbv schedules are transmitted from the local
MADRL to CNC, and then from CNC to the two TSN bridges of
the local domain. Even though not illustrated, there is also another
exchange before the exchange of Qbv schedules. Indeed, before
computing Qbv schedules, the local MADRL also receives network
information from CNC. This network information can include data
such as the topology of the local domain, Qbv-capable network
interfaces, and a list of active network flows. Note that the local
solutions are not one-shot globally optimal but they are highly
valuable because they are in-time, responsive, and they support to
build a scalable solution.

5.2 Joint Programmable Cloud-Infrastructure
Management

To address the second challenge described in section 4.2.2, we pro-
pose a solution that jointly manages the cloud and infrastructure in
6G. The two important components of this solution are the cloud
manager and infrastructure manager (Fig. 5). Cloud manager is
comprised of slice orchestrator and NS orchestrator, whereas the
infrastructure manager consists of CNC and CUC. The CNC ex-
changes information with physical TSN network based on SDN
paradigm. More detailed descriptions of this implementation can be
found in [12, 16]. As showed in Fig. 1, the cloud manager controls
the NSs in a centralized manner, i.e., this manager has a global view
of the systems of far edge-, edge- and central-cloud.

Note that in this proposed solution, there is only one CNC, one
global MADRL agent, andmultiple local MADRL agents correspond-
ing to multiple disjoint local network domains. The clustering of
local network domains is decided by the infrastructure manager.
An architecture of multiple CNCs and/or multiple overlapping local
domains might be also feasible but requires a more sophisticated
design and implementation.

In a programmable 6G system, the cloud manager and infras-
tructure manager have close association between them. Firstly,

as showed in Fig. 5, the two orchestrators inside the cloud man-
ager need the infrastructure manager to interact with the physical
network. Secondly, in certain scenarios, the cloud manager and
infrastructure manager need to jointly make decisions about infras-
tructure configuration.

First, the NS orchestrator must coordinate and adapt NSs accord-
ing to the change of V2X application and environment. However,
when the NSs need to obtain information about network devices
(called network information) or need to apply new configurations
to network devices, these NSs must request to infrastructure man-
ager. Similarly, the slice orchestrator also has to pass through the
infrastructure manager to reach network devices. As an example,
when a vehicle travels across different geographical domains, it pos-
sibly encounters situations where available computing resources
in the new domain are insufficient to meet its requirements, or
simply this traveling triggers a change in network flows. In such
cases, the cloud manager needs to adapt the NSs accordingly. This
manager will decide, for example, to deploy, activate/deactivate,
scale up, migrate, or reallocate resources for the NSs. In the case
of MADRL, the agents might need to dynamically recompute Qbv
schedules. Then the infrastructure manager must also apply new
changes to the network infrastructure accordingly, such as applying
new MADRL-generated Qbv schedules to the TSN bridges. These
dynamic adaptation processes allow that V2X services maintain
a high degree of continuity, providing an optimal service under
varying network conditions.

Second, in some scenarios, the cloud manager and infrastructure
manager need to jointly optimize network infrastructure. As an
example, before deciding to activate a local MADRL agent, the NS
orchestrator requests information about TSN-capability of network
devices. And after the decision, the infrastructure manager can
jointly optimize these TSN devices, such as deciding which de-
vices should activate their time synchronization process, whether
802.1AS grandmaster should be changed, or how the mapping of
flow priority should be updated (e.g., in case there is a join-request
for a new flow that has new traffic class with new priority). In this
way, the proposed network management solution allows to reach a
more optimal network configuration under varying environment.

6 CONCLUSION
This paper explores the challenges of programmable deterministic
communication in 6G. With V2X as a use case, we identify two of
its most significant challenges, which are low-latency communica-
tion and programmable network management. Then we propose
two solutions to address these challenges. One solution provides
low-latency TSN scheduling with a support fromMADRL; the other
solution provides joint cloud-infrastructure management with a
support from SDN. By providing detailed architecture design with
comprehensive definitions and in-depth analysis, we show the high
feasibility, applicability, and potentialities of these solutions. For
future works, a desired direction is to evaluate the MADRL solution
in a 6G proof-of-concept testbed, with new cloud-based architec-
ture. This evaluation raises a number of challenges concerning
both research and development. In terms of research, since 6G
standardization is currently underway, a 6G proof-of-concept must
be built in parallel with these standardization activities. In terms
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of development, we must investigate non-stand-alone and stand-
alone design for 6G architecture. A non-stand-alone 6G system is
deployed on top of existing 5G, while a stand-alone system can
operate independently using a completely new architecture.
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