
LEARNING INTERPRETABLE FILTERS IN WAV-UNET FOR SPEECH ENHANCEMENT

Félix Mathieu⋆†, Thomas Courtat†, Gaël Richard⋆, Geoffroy Peeters⋆
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ABSTRACT

Due to their performances, deep neural networks have emerged as
a major method in nearly all modern audio processing applications.
Deep neural networks can be used to estimate some parameters or
hyperparameters of a model, or in some cases the entire model in
an end-to-end fashion. Although deep learning can lead to state of
the art performances, they also suffer from inherent weaknesses as
they usually remain complex and non interpretable to a large extent.
For instance, the internal filters used in each layers are chosen in
an adhoc manner with only a loose relation with the nature of the
processed signal. We propose in this paper an approach to learn in-
terpretable filters within a specific neural architecture which allow
to better understand the behaviour of the neural network and to re-
duce its complexity. We validate the approach on a task of speech
enhancement and show that the gain in interpretability does not de-
grade the performance of the model.

Index Terms— Representation learning, interpretability, speech
enhancement

1. INTRODUCTION

Since nearly a decade, deep neural networks have permitted to ob-
tain major improvements in performances for nearly all speech and
audio applications, often defining the state-of-the art [1]. This is also
visible in speech enhancement where a wide variety of neural archi-
tectures have been used with success [2, 3, 4]. However, if deep
learning can lead to state of the art performances, they also suffer
from inherent weaknesses as they usually remain complex and non-
interpretable to a large extent. There is also a specific interest in
speech enhancement for algorithms with a low computational cost.
In fact, some of the main applications in this domain require real-
time processing as illustrated in the Deep Noise Suppression (DNS)
challenge [5] where the models have to run on constrained CPU de-
vices.

Typical neural networks architectures exploit internal filters to
process the information. However, these filters used in each layer
are chosen in an ad hoc manner with only a loose relation with the
nature of the processed signal.

In this paper, we propose an approach to learn interpretable fil-
ters within a specific neural architecture which allow to better un-
derstand the behavior of the neural network and to reduce its com-
plexity. The neural architecture chosen for this study is the Wav-
UNet [6]: yet very efficient in signal enhancement applications, its
rather simple and flexible structure also facilitates its adaptation to-
wards a more interpretable framework.

Our approach consists in replacing classic convolutions by sep-
arable convolutions which express the filtering process as two inde-
pendent operations [7, 8]. This will allow us to highlight the specific
behaviour of the internal filters for each layer and especially in terms
of temporal and frequency resolution.

The paper is organised as follows: we discuss the background
of our study in part 2 with a focus on speech enhancement and the
chosen Wav-UNet architecture. Our proposed methods are described
in part 3. We then detail our experiments and the results obtained in
part 4 before suggesting some conclusion in part 5.

2. BACKGROUND

The objective of speech enhancement is to recover (enhance) the
voice v from a mixture x(t) = v(t) + n(t), where n denote a back-
ground noise. Speech enhancement has a long history and a very
wide variety of approaches have been proposed in the last decades.
Neural-based methods are discussed briefly below.

2.1. Speech enhancement methods

In recent years, speech enhancement has been dominated by neural-
based algorithms, where the neural network are used for part or all
of the enhancement task. Speech enhancement using deep neural
network can be tackled in several ways (see for example [9, 10] for
recent overviews).

Very interesting neural methods based on generative modelling
(for instance using adversarial networks such as GAN [3, 11]) based
on iterative diffusion process [4] have been successfully exploited
for speech enhancement.

Another interesting family of efficient neural architectures
for speech enhancement are based on auto-encoders including
variational autoencoders and extensions (VAE [12], DVAE [13]
UNet [14])

Many neural-based approaches recast the speech enhancement
task as a mask estimation. In such methods, the aim is to estimate
a mask (usually a time-frequency mask) that can be applied to the
noisy signal x to obtain the enhanced speech signal [15].

Typically, we can use the Short Time Fourier Transform (STFT)
and its inverse (ISTFT) as the first projection layer as in [2, 16, 17].
However, there is a growing interest for methods where the projec-
tion (or mask) is automatically learned as in TasNet [18] approaches.

Concurrently, a specific architecture called U-net [14], initially
proposed for image segmentation has gained attention and several
adaptations for audio source separation and speech enhancement
have been proposed ([2, 6]). For instance, the Wav-UNet, which
we will further study herein, has obtained state-of-the art results in
music source separation at its introduction. It is a slightly different
architecture compared to a typical mask approach since the multi-
plication step is here replaced by a concatenation between x and the
learned neural representation followed by a last convolution. Hence,
the input signal x is also used in the last layer of the network.

2.2. Wav-UNet: principle and architecture

We are particularly interested here in Wav-UNet type architectures, a
UNet Auto-Encoder in the time domain, which processes the wave-



form directly. The benefit in studying this architecture lies in the
flexibility of these components, since it is only a succession of 1D
convolutions (in time). Moreover, this architecture has proven its ef-
ficiency when used alone or when coupled with a second branch as
in [19] with a time/frequency representation. Another interesting as-
pect of this architecture is the possibility to adapt the temporal reso-
lution (via the amount of downsampling used) but also the frequency
resolution (via the size of the filters used in the convolutions). We
briefly recall below the architecture of the Wav-UNet model.

2.2.1. Overall Wav-UNet architecture

Wav-UNet is an end-to-end autoencoder that operates directly on
the raw audio waveform. At each layer of the encoder, the temporal
resolution is reduced using a cascade of 1D convolutions followed by
a downsampling operation (decimation by a factor of 2 in the original
paper). On the decoder, the signal is reconstructed by also stacking
a cascade of 1D convolutions. Here, the upsampling is obtained by
a linear interpolation of the values. The input of each layer l; is the
output of the previous decoding layer l − 1 concatenated with the
equivalent layer l of the encoder. This architecture is summarized
in Fig. 1 where T represents the duration (in samples) of the input
signal, Cl ∈ {1 . . . L} the number of filters of layer l (which is the
same in the encoder and decoder).

Fig. 1: Wav-UNet framework. Black arrows indicate convolution
blocks. Red arrows indicate residual connections (concatenation in
this model). Cl × T/2 denotes the time and the features dimension
of the signal.

Each convolution block in the encoder consists of a 1D convo-
lution followed by a Down-Sampling (DS) operation, a Batch Nor-
malization (BN) and ReLU:

El = DS(ReLU(BN(Convl(El−1)))), (1)

El ∈ RCl×T/(2l) denotes the projection of the signal into the lth

layer. For the first layer, we identify the mixture x as E0 ∈ R1×T .
The decoder is the exact opposite of the encoder. The upsam-

pling (US) is performed using linear interpolation between succes-
sive values.

Dl−1 = ReLU(BN(Convl(US([Dl : El])))), (2)

[Dl : El] ∈ R2Cl×T/(2l) denotes the concatenation of the previous
decoded embedding and the symmetrically encoded embedding.

The output of the decoder D0 is a feature map of the same tem-
poral resolution as the input audio waveform. A final convolution
layer is used on the concatenation of D0 and the noisy mixture x to
reconstruct the clean signal v̂.

2.2.2. Modifying the time and frequency resolution

A simple modification in the structure of this architecture allows
to modify simultaneously the temporal and frequency resolutions
within the network. Firstly, adjusting the depth of the network al-
lows the signal to be considered on different time scales by apply-
ing a down-sampling operation and thus to obtain different temporal
resolutions. Secondly, the size K of the filters defines the frequency
resolution since the model process the signal directly in the time
domain, therefore, increasing K can help to improve the frequency
resolution.

Note though that using larger filter sizes significantly increases
the computational cost. We will propose below a strategy which
will allow to exploit larger filter size without increasing the compu-
tational cost and still maintaining the expressiveness of the model
(i.e., without affecting the number of channels through the network).

3. LEARNING INTERPRETABLE FILTERS

The goal of this part is twofold:
• to introduce interpretable filters in the chosen neural architec-

ture (which will allow a better visualization of the intermedi-
ate steps of the network),

• to reduce the computational complexity of the network.
To this aim, we propose to parameterize the convolutional filters

such that the hidden representations (features at each layer) remain
interpretable in terms of time-frequency content at various resolu-
tions. For the second objective, we propose to factorize the parame-
terized filters and to exploit the concept of separable convolutions.

3.1. Depthwise Separable Convolution in Wav-UNet

Depthwise separable convolution [7] is a widely used re-
parametrisation trick for the convolution which allows reducing its
overall computational cost [8]. It does so by factorizing the filters as
a succession of two independent operations: for layer l

• a depthwise convolution Convd
l : which convolves indepen-

dently each channel of the input El−1 with a filter of size K
(and depth 1); therefore using Cl−1 independent filters.

• A pointwise convolution Convp
l : which corresponds to a lin-

ear layer between the channels from Cl−1 to Cl.
The output of such a convolution is expressed as follows:

ConvDS
l (El−1) = Convp

l (Conv
d
l (El−1)), (3)

The gain in complexity brought by this depthwise/pointwise
convolution in the Wav-UNet (see part 4.3 for more details) al-
lows using larger kernels K. Larger kernels allow the filters to have
a higher frequency resolution and thus an easier interpretation of
their characteristics. While depthwise separable convolution is less
expressive than standard convolution, we show in our experimental
part that the two perform roughly the same at equivalent FLOPS (i.e.
imposing the same computation complexity).

In addition to the use of large filters, and also with the aim of
increasing the interpretability of the filters in the frequency domain,
we propose in the next part to replace the free-filters of Convd

l by
parametric filters. As opposed to free-filters where the K values
of the filters are learned independently, in parametric filters the K
values are defined by a parametric function (for example a sincθ(·)
in the case of SincNet [20]) whose θ are the trainable parameters.

This allows us to obtain more sparse and less noisy filters in its
frequency decomposition while reducing the number of parameters.



3.2. Gabor filters

Parametric filters (such as Sinc [20] or Gabor [21]) have already been
proposed for the front-end of masking networks (for example for
source separation in [22, 23]). Our contribution is to propose the use
of those filters for all layers of the network (and not only the front-
end). For our work, we consider the following parametric filter: the
real part1 of a Gabor function g defined as

g(n|µ, σ) = 1√
2πσ

e
−n2

σ2 · ej2πµn, (4)

where µ and σ are trainable parameters representing the normalized
center frequency and the bandwidth of the filter.

4. EXPERIMENTS

In this part, we evaluate our proposal for a task of speech enhance-
ment, analyse the complexity of the system and the properties of the
learned filters.

4.1. Training setup

Dataset: We use the dataset from the DNS challenge [5]. The exam-
ples are created on the fly from the different voices, backgrounds and
impulse responses using SNR in the range -5 to +20 dB. The training,
validation and test sets are built such that speakers and backgrounds
are different in each set.
Model characteristics: All models are 9-layer Wav-UNet. A layer
l has 24× l channels. The decimation factor-stride is fixed to 2. The
last layer of the encoder thus produces a hidden representation of
size 216 × T/29, where T is the initial size of the input signal. All
models use a kernel size K=15 for standard convolutions (as pro-
posed by [6]) and K=64 for separable convolutions (in order to have
a meaningful frequency representation in all layers).
Experimental protocol: In this study we compare five different ar-
chitectures:

• Baseline: a Wav-UNet model that uses standard convolutions
in the Encoder (E) and the Decoder (D),

• ES: same as Baseline but using depthwise-separable convolu-
tions in E (Encoder-Separable),

• FS: same as Baseline but using depthwise-separable convolu-
tions in E and D (Fully-Separable).

For ES and FS, we compare the use of free filters (ES-Free, FS-Free)
and Gabor filters (ES-Gabor, FS-Gabor) for Convd

l .
We train the models using 3 s long mixture. Our models have a

receptive fields of about 2 seconds at 16.000 Hz, so the choice of 3 s
allows full use of the model’s capabilities. We train the models by
minimizing the Scale-Invariant Source-to-Noise Ratio [24](Si-SNR)
using the Adam optimizer with a learning rate of 10−3.

4.2. Speech enhancement results

In Table 1, we report the performances of the models using the SNR,
STOI [26] and PESQ [27]. As a reference, the row Noisy indicates
the average metric before enhancement. For comparison, we added

1Complex Gabor filters were considered at first (since they may improve
the phase shift invariance of the network), but were finally not retained for
this study, since we use here small stride values (one or two samples). In
fact, in the time domain, the use of complex Gabor filters provides redundant
information to the network.

Table 1: Performance of the different models.

SNR STOI PESQ
Noisy 7.33± 3.45 0.84± 0.12 2.15± 0.70

CRUSE [25] 15.24± 2.44 0.87± .10 2.88± .57
BaseLine 14.41± 2.42 0.88± 0.10 2.85± 0.57
ES-Free 14.36± 2.68 0.88± 0.10 2.86± 0.60

ES-Gabor 14.49± 2.54 0.88± 0.12 2.83± 0.60
FS-Free 14.36± 2.67 0.89± 0.10 2.88± 0.59

FS-Gabor 14.15± 2.48 0.89± 0.09 2.83± 0.57

the results obtained with a recent state-of-the-art speech enhance-
ment model, the U-Net architecture CRUSE [25]. CRUSE gets bet-
ter SiSNR than all our models, but get similar STOI and PESQ.

We now look at our different Wav-UNet models (ES, FS, Free,
Gabor). It can be seen that they all perform equally well on all met-
rics. Two things are worth noting:. First, the use of separable convo-
lution (ES, FS) maintains equivalent performance than the Baselne
while reducing the computational cost. Second, the parameterization
with Gabor filters yields similar results than Free filters while further
reducing the computational cost. In addition, the use of Gabor fil-
ters allows to obtain at the output of each layer band pass signals
well localized in time and frequency. Finally, the use of Gabor fil-
ters in the encoder (ES) or in the whole network (FS) leads to similar
performances.

4.3. Complexity analysis

In Table 2, we compare the number of trainable parameters and
floating-point operations needed to process 1 s of signal (FLOPS).
As seen, the use of ES or FS allows reducing the complexity (in
terms of number of parameters and FLOPS) while keeping the same
performances (see Table 1). Moreover, it should be noted that a large
portion of the parameters and FLOPS are due to the pointwise con-
volution Convp

l . Therefore, one could further increase the size K of
Convs

l while limiting the overall complexity.

Table 2: Number of parameters and FLOPS of the different models.

Model # Parameters FLOPS
BaseLine 3.8M 1.66G
ES-Free 2.70M 1.38G

ES-Gabor 1.43M 1.38G
FS-Free 1.1M 0.42G

FS-Gabor 0.76M 0.42G

4.4. Properties of the learned filters

4.4.1. Fully-Separable Wav-UNet visualisation

We now study the properties of the learned filters (with kernel size
K = 64) for FS-Free. In Fig 2, we illustrate the amplitude of
the Discrete Fourier Transform (DFT) of the 1D-convolution filters
learned for layers l = 1 and l = 4 in the encoder. As it can be seen,
the filters are well localized in the frequency domain.

This behavior extends to all layers in the encoder and decoder.
The low temporal resolution seems to result in learning a wide range
of low-pass filters. Fig. 3 and Fig. 4 further indicate the normalized
central frequencies (defined as the νc = argmaxν of the DFT of the
filter values) of all the filters for all layers in the same setting.



Fig. 2: Amplitude of the DFT of 1D-convolution filters used for
layers l = 1 and l = 4 in the encoder part in a FS-Free.
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Fig. 3: Normalized central frequencies νc of learned filters for each
layer of the encoder of FS-Free.
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Fig. 4: Normalized central frequencies νc of learned filters for each
lyer of decoder of FS-Free.

As we see, in almost all cases, the system has learned filters with
a central frequency νc ≤ 0.25. This is a very interesting property
because this low-pass behaviour indicates that it is possible to use
a stride of 2 in the convolutions without losing information. Then,
using a stride of 2 before or after the convolution is strictly equivalent
for the encoder in this scenario. This behavior allows to halves the
computational cost in the encoder without any change in the final
prediction.

4.4.2. Gabor-Wav-UNet visualisation

The previous analyses suggest the use Gabor filters at all layers. In-
deed, this parameterization allows us to build filters whose center
frequency and bandwidth are controllable. Without any limitation,

models learn normalized center frequencies νc below 0.25. So, we
can limit this center frequency to be less than 0.25 to ensure equiv-
alence with the use of a stride of 2 in the depthwise part of the con-
volution at each step of the learning process. In Fig. 5, we illustrate
the values of νc for all Gabor filters (of size K=64) of all layers.
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Fig. 5: Central frequencies νc of learned filters for each layer in the
encoder part in a FS-Gabor.

Fig. 3 and 5 show the behavior for the first layers. The main
difference between the Gabor and the free filters is in the center fre-
quencies of the last layers. Although clearly noticeable, we do not
have a solid interpretation of this difference for the last layers. We
also note, for all layers, a discontinuity near the zero frequencies. To
explain this, we investigate the bandwidths associated with these fil-
ters. As illustrated in Fig. 6 for l=8, the filters have large bandwidths,
which explains that they can cover the lower ”missing” frequencies.

Fig. 6: Amplitude of the DFT of 1D-convolution filters used for
layer l = 8 in the encoder part in a FS-Gabor.

5. CONCLUSION

In this paper, we have proposed a method for learning interpretable
filters for all layers of a dedicated neural architecture (Wav-UNet).
We have illustrated how these filters are interpretable and how we
have exploited their properties to introduce a significant gain in com-
plexity. We have further demonstrated that the gains in interpretabil-
ity and complexity have no negative impact on the performance of
the model on a task of speech enhancement. Future work will be
dedicated to the extension to other audio applications (e.g. music
source separation, acoustic scene and event detection) to assess the
genericity of the filters obtained and to design, if needed, appropriate
adaptation strategies.
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