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Abstract

Understanding generalization in modern machine learning settings has been one of the major challenges in statistical learning theory. In this context, recent years have witnessed the development of various generalization bounds suggesting different complexity notions such as the mutual information between the data sample and the algorithm output, compressibility of the hypothesis space, and the fractal dimension of the hypothesis space. While these bounds have illuminated the problem at hand from different angles, their suggested complexity notions might appear seemingly unrelated, thereby restricting their high-level impact. In this study, we prove novel generalization bounds through the lens of rate-distortion theory, and explicitly relate the concepts of mutual information, compressibility, and fractal dimensions in a single mathematical framework. Our approach consists of (i) defining a generalized notion of compressibility by using source coding concepts, and (ii) showing that the ‘compression error rate’ can be linked to the generalization error both in expectation and with high probability. We show that in the ‘lossless compression’ setting, we recover and improve existing mutual information-based bounds, whereas a ‘lossy compression’ scheme allows us to link generalization to the rate-distortion dimension – a particular notion of fractal dimension. Our results bring a more unified perspective on generalization and open up several future research directions.

Keywords: Generalization error, rate-distortion theory, source coding.

1. Introduction

Many important problems in statistical learning can be cast as the population risk minimization problem, which is defined as follows [Shalev-Shwartz and Ben-David, 2014]:

$$\min_{w \in \mathcal{W}} \{ \mathcal{L}(w) := \mathbb{E}_{Z \sim \mu} [\ell(Z, w)] \},$$  \hspace{1cm} (1)

where $\mathcal{W} \subset \mathbb{R}^d$ denotes a parametric hypothesis class, $Z \in \mathcal{Z}$ denotes the input data with $\mathcal{Z}$ being the data space, $\mu$ denotes an unknown data distribution over $\mathcal{Z}$, and $\ell: \mathcal{Z} \times \mathcal{W} \to \mathbb{R}^+$ is a loss
function that measures the quality of a hypothesis \( w \in \mathcal{W} \). As the data distribution \( \mu \) is unknown in practice, we instead consider the empirical risk minimization problem, given as follows:

\[
\min_{w \in \mathcal{W}} \left\{ \frac{1}{n} \sum_{i=1}^{n} \ell(Z_i, w) \right\},
\]

where \( S := \{Z_1, \ldots, Z_n\} \) denotes a training dataset with independent and identically distributed (i.i.d.) elements, i.e., each \( Z_i \sim_{\text{i.i.d.}} \mu \).

To attack the optimization problem (2), arguably, the most common approach is to utilize a stochastic optimization algorithm \( \mathcal{A} : \mathbb{Z}^n \rightarrow \mathcal{W} \) (e.g., stochastic gradient descent), such that the algorithm outputs a random hypothesis, i.e., \( \mathcal{A}(S) = W \in \mathcal{W} \). One of the main challenges in statistical learning theory has been then to understand the behavior of the so-called generalization error associated with the algorithm output, that is the difference between the population and empirical risks induced by the algorithm output: \( \text{gen}(S, \mathcal{A}(S)) := \mathcal{L}(\mathcal{A}(S)) - \mathcal{L}(S, \mathcal{A}(S)) \). It has been illustrated that classical algorithm-independent generalization bounds fall short at explaining the (perhaps unexpected) success of modern machine learning systems (Zhang et al., 2017). This has motivated the development of algorithm-dependent generalization bounds, a field that has been evolving in different directions.

An important direction in this context, and the one that is closest to our study, is based on analyzing the generalization error by using information-theoretic tools. Initiated by Russo and Zou (2016) and Xu and Raginsky (2017), these approaches link the generalization error to the mutual information between the data sample \( S \) and the algorithm output \( W \); suggesting that a lower statistical dependence between \( S \) and \( W \) implies better generalization. Their initial results were later improved by using different conditional versions of the mutual information (Harutyunyan et al., 2021; Haghifam et al., 2021; Negrea et al., 2020b; Steinke and Zakynthinou, 2020; Bu et al., 2020; Haghifam et al., 2020), and were further generalized to more general notions of the mutual information that are defined through f-divergences (rather than the Kullback-Leibler divergence) (Esposito et al., 2020; Hellstrom and Durisi, 2020; Masiha et al., 2021).

A second approach has been based on the observation that the algorithm output \( W \) can be ‘compressible’ in different senses. Littlestone and Warmuth (1986) in a pioneer work, considered a compressibility framework for the binary classification problem, in which compressed hypothesis are chosen based on a subset of length \( k \) of \( S \) such that the picked hypothesis predicts correctly the label for all \( Z_i \in S \). They showed that whenever such a compressing strategy exists, the algorithm generalizes well. The compressibility approach is later applied in different ways especially to over-parametrized neural networks (Arora et al., 2018; Suzuki et al., 2020a;b; Negrea et al., 2020a; Hsu et al., 2021; Barsbey et al., 2021; Baykal et al., 2019; Kuhn et al., 2021). Loosely speaking, under different compressibility assumptions for \( W \), these studies showed that a higher level of compressibility indicates a lower generalization error since the hypothesis class \( \mathcal{W} \) can be approximated by a smaller, ‘compressed’ space, which intuitively induces a lower worst-case error.

Finally, a recently initiated line of research has illustrated that when \( \mathcal{A} \) is chosen as an iterative optimization algorithm, due to its recursive nature, \( \mathcal{A} \) might generate a ‘fractal structure’, either in its optimization trajectories (Şimşekli et al., 2020; Birdal et al., 2021; Hodgkinson et al., 2021), or in the support of its stationary distribution (Camuto et al., 2021). These studies showed that the generalization error can be linked to the ‘intrinsic dimension’ of the fractal structure that is generated by the algorithm; suggesting that a smaller intrinsic dimension implies improved generalization.
Even though these three research directions have shed light on different facades of the problem of understanding the generalization error, the mathematical frameworks that underlie their theoretical results and their implied take-home messages might be seemingly unrelated, thereby restricting their high-level impact. In this paper, we prove novel generalization bounds through the lens of rate-distortion theory (Berger, 1975), and explicitly relate the concepts of mutual information, compressibility, and fractal dimensions in a single mathematical framework.

To achieve this goal, we first define a generalized notion of compressibility by using source coding concepts from information theory, which then allows us to use ‘information-theoretic coverings’ for \( W \) that we will detail in Section 3. Within this context, we show that the ‘compression error rate’ of an algorithm \( A \) can be linked to its generalization error both in expectation and with high probability. Next, we show that the aforementioned information-theoretical frameworks can be obtained as a special case of our setup, which is referred to as ‘lossless compression’. Thanks to this connection, the results of Xu and Raginsky (2017) can be re-derived. The bound in (Xu and Raginsky, 2017, Theorem 1) is in terms of the mutual information between \( S \) and \( W \), denoted as \( I(S; W) \), which was previously viewed as the dataset dependency of the algorithm. However, our framework reveals that it is an upper-bound on the compression rate in terms of lossless algorithm compressibility. This new perspective allows us to introduce the notion of lossy algorithm compressibility to handle continuous or large alphabets where (Xu and Raginsky, 2017, Theorem 1) can be vacuous as \( I(S; W) \) can be very large; implying that a large \( I(S; W) \) does not necessarily indicate the algorithm will not generalize as long as the algorithm is ‘lossily’ compressible. We further established novel tail bounds suggesting that \( I(S; W) \) (or its lossy version) needs to be small not only for the underlying distribution of \((S, W)\), but also for any distribution in its vicinity. This is in the spirit of stability: the algorithm should be compressible under any small perturbation of the dataset and hypothesis. The new tail bounds are established using a new ‘information-theoretic covering’ technique, highlighted in Section 4.

Similarly, we derive and improve the results based on ‘conditional mutual information’ (Steinke and Zakynthinou, 2020) in Appendix A. Thanks to this approach, we established tail and in expectation bounds that recover the VC-dimension bounds (Corollaries 18 and 22); the recovery in terms of the tail bound is novel.

By exploiting the flexibility of our lossy compression framework, we further extend our results and obtain bounds in terms of the intrinsic dimension of the marginal distribution of \( W \), namely the rate-distortion dimension (Kawabata and Dembo, 1994). Our results bring a unified perspective on mutual information, compressibility, and fractal dimensions, and open up several future research directions as we will point out in Section 5.

2. Preliminaries

2.1. Notation and problem setup

Random variables, their realizations, and their domains are denoted by upper-case letters, lower-case letters, and calligraphy fonts, e.g. \( X, x, \) and \( \mathcal{X} \). We assume that all the domains are endowed with their Borel sigma fields. By \( P_X \), we denote the distribution of \( X \), defined on some measurable space \( (\mathcal{X}, \mathcal{F}) \), and by \( \text{supp}(P_X) \) we denote its support. The expected value of \( X \) is denoted by \( \mathbb{E}[X] \). We call a random variable \( X \) (absolutely) continuous if it admits a density with respect to the Lebesgue measure. The random variable \( X \) is called \( \sigma \)-subgaussian, if \( \mathbb{E}[\exp(t(X - \mathbb{E}[X]))] \leq \exp(\sigma^2t^2/2), \forall t \in \mathbb{R} \). A collection of \( m \in \mathbb{N} \) random variables is denoted by \( X^m = (X_1, \ldots, X_m) \), or simply
by bold letters $\mathbf{X}$, when $m$ is known by the context. A sequence of $m$ real numbers $x_1, \ldots, x_m$ is denoted by $\{x_i\}_{i=1}^m$. Similar conventions are used for sequences of sets or functions. The set of integers $\{1, \ldots, m\}$ is denoted by $[m]$. We use $\mathbb{R}^+$ to denote nonnegative real numbers.

As mentioned in the introduction, we consider a generic randomized algorithm $A : \mathcal{Z}^n \rightarrow \mathcal{W}$, that has access to dataset $S = \{Z_1, \ldots, Z_n\}$. This randomized algorithm induces a conditional distribution $P_{W|S}$. We denote the joint distribution of the dataset $S$ and the hypothesis $W$ by $P_{S,W} = \mu^{\otimes n} P_{W|S}$ and the marginal distribution of $W$ by $P_W$.

Most of our results are expressed in terms of information-theoretic constructs, which we define as follows. For discrete random variables, the Shannon entropy function is defined as $H(X) := \mathbb{E}[\log(1/P_X(X))]$. Similarly, conditional entropy is defined as $H(X|Y) := \mathbb{E}[\log(1/P_{X|Y}(X|Y))]$. The mutual information between $X$ and $Y$ is defined as $I(X;Y) := H(X) - H(X|Y)$, and intuitively measures the amount of information these random variables contain about each other. For continuous random variables, the differential entropy $h(X)$ is defined as $-D_{KL}(P_X \parallel \text{Leb})$, where Leb is the Lebesgue measure on Euclidean spaces. In particular, if $X$ has pdf $p$, then $h(X) = \mathbb{E}[\log(1/p(X))]$, and $-\infty$ otherwise. Similarly, $h(X|Y)$ and $I(X;Y) := h(X) - h(X|Y)$ are defined. The Kullback–Leibler (KL) divergence between two distributions $Q$ and $P$ defined on the same measurable space is defined as $D_{KL}(Q\|P) := \mathbb{E}_Q [\log \frac{dQ}{dP}]$, when $Q \ll P$, and equals $\infty$, otherwise. Here, $\frac{dQ}{dP}$ is the Radon-Nikodym derivative of $Q$ with respect to $P$.

### 2.2. Technical background on source coding

In this section, we will briefly review some results from the literature on source coding that will ease the introduction of our theoretical framework.\footnote{For a more detailed introduction, we refer the reader to (Berger, 1975; Cover and Thomas, 2006; Csiszár and Körner, 2011; El Gamal and Kim, 2011; Polyanskiy and Wu, 2014).} Consider a random variable $W$ taking values in a finite set $\mathcal{W}$. It is well-known that one can represent $W$ using $\lceil \log_2(|\mathcal{W}|) \rceil$ bits,\footnote{For $a \in \mathbb{R}$, $\lceil a \rceil$ denotes the ceiling of $a$, i.e. $\min \{n \in \mathbb{N} : n \geq a\}$, such that $n \geq a$.} from which $W$ can be recovered with no error. For instance, if $W$ is a Bernoulli random variable, i.e., $\mathbb{P}(W = 1) = 1 - \mathbb{P}(W = 0) = \theta$, one bit suffices to represent $W$. However, intuitively speaking if $\theta$ is very close to zero or very close to one, using one full bit to represent $W$ is wasteful because in such cases $W$ is almost deterministic.

In his seminal paper, Shannon (1948) formalized this intuition by introducing the concept of ‘block-coding’, where he showed that the ‘source’ $W$ can be represented in a compressed way by using a significantly smaller number of bits, provided we can allow for a negligible probability of recovery error. The main idea behind block coding can be summarized as follows. As opposed to considering a single realization of the source $W$, we instead assume that we have access to a vector of $m$ independent realizations of the source, denoted by $W^m$, and we are allowed to compress these $m$ instances simultaneously. Moreover, the zero-error constraint in recovering $m$-instances is replaced by the ‘asymptotically negligible error’ criterion (i.e., the reconstruction error vanishes as $m \rightarrow \infty$). It turns out that joint description of such independent sources is more efficient than their individual description (Cover and Thomas, 2006). For instance, in our running example of $W$ being a Bernoulli variable with parameter $\theta$, $W^m$ is a binary string of length $m$. By the law of large

---

1. For a more detailed introduction, we refer the reader to (Berger, 1975; Cover and Thomas, 2006; Csiszár and Körner, 2011; El Gamal and Kim, 2011; Polyanskiy and Wu, 2014).
2. For $a \in \mathbb{R}$, $\lceil a \rceil$ denotes the ceiling of $a$, i.e. $\min \{n \in \mathbb{N} : n \geq a\}$, such that $n \geq a$.
3. Depending on the base of logarithm in the Shannon entropy function, the unit of information is either bit (base $2$: $\log_2$) or nat (base $e$: $\log_e$). We state all results with base $e$ for simplicity and compatibility with previous results. However, for the unit of information we use bit, as it is more common in the (digital) source coding context.
numbers, we expect $W^m$ to have around $m\theta$ ones in it. So, even though there are $2^m$ binary strings of length $m$, roughly speaking $W^m$ has about
\[ \binom{m}{m\theta} \approx e^{mH(W)} \] (3)

‘effective’ possibilities where in (3) we use Stirling’s approximation of factorial to express the number of possibilities in terms of the $H(W)$, the Shannon entropy of $W$. Intuitively, for a discrete random variable $W$, ‘the effective size’ of $m$ independent realizations is asymptotically about $e^{mH(W)}$, rather than $|W|^m$. Concretely, there exist sets $\{C_m\}_{m \in \mathbb{N}}, C_m \subseteq W^m$ with $|C_m| = e^{m(H(W)+\epsilon_m)}$ such that $\lim_{m \to \infty} \mathbb{P}(W^m \in C_m) = 1$ and $\lim_{m \to \infty} \epsilon_m = 0$. Thus, Shannon showed that the fundamental limit for the compression of information is determined by the Shannon entropy function $H(W)$, which can be much smaller than $\log(|W|)$.

Unfortunately, the number of bits required to represent even a single realization of a continuous random variable $W$ is infinity. For instance, if $W$ is a uniform random variable on $[0, 1]$, we need infinitely many bits to convey it. However, one bit is enough to represent a single realization of $W$ within distance $0.5$ by mapping $W$ to either $\hat{W} = 0$ if $W < 0.5$, and to $\hat{W} = 1$ if $W \geq 0.5$, and then conveying $\hat{W}$ instead of $W$. In this example, the reconstruction space (or the set of quantization points) is $\hat{W} = \{0, 1\}$, the reconstruction is lossy (almost surely we never recover the original $W$) and we measure the distance (or the distortion) between $W$ and its reconstruction $\hat{W}$ by $|W - \hat{W}|$.

Let us begin by describing the lossy compression of a single instance of an arbitrary random variable $W$. In many information-theoretic and signal processing applications, it suffices to recover a distorted version $\hat{W} \in \hat{W}$ of $W$, as long as the incurred distortion is within an ‘acceptable’ range, i.e. for $\epsilon > 0$ and a chosen distortion function $g: \mathcal{W} \times \hat{W} \to \mathbb{R}^+$, we have $g(W, \hat{W}) \leq \epsilon$. While the quantized (distorted) space $\hat{W}$ is equal to $\hat{W}$ in many cases, it can be different in general.\(^4\) To facilitate the explanation, assume $\hat{W} = W$ for the rest of this section, i.e. we are required to produce $\hat{W} \in \hat{W}$. Next, let us consider the case of block coding where instead of a single realization of the source $W$, we have access to $W^m$ which is a vector of $m$ independent realizations of the source. This problem is known as the vector-quantization problem. Intuitively speaking, to compress $W^m$ we can take a collection of $k$ quantization points $\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_k$ in $W^m$, where $\hat{w}_j = (\hat{w}_{j,1}, \ldots, \hat{w}_{j,m})$ for $j \in [k]$, and map $W^m = (W_1, \ldots, W_m)$ to its closest quantization point. Here, the distortion function between $W^m$ and a quantization point $\hat{w}_j$ should be defined; it is often chosen to be the average of coordinate-wise distortions:
\[ \frac{1}{m} \sum_{i=1}^{m} g(W_i, \hat{w}_{j,i}). \]

Because the number of quantization points is $k$, we require $\log_2(k)$ bits to convey the index of the quantization point. The ratio $\log_2(k)/m$ is called the compression rate, because it represents the number of compression bits per source realization. For the selection of quantization points $\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_k$ to succeed, we can consider balls of radius $\epsilon$ around these quantization points and require that with high probability $W^m$ falls into the union of these balls. This can be seen as a “block covering” of $W^m$ with average distortion $\epsilon$. Note that block covering may need a smaller number of quantization points than the case where the complete covering of the space $W^m$ with the worst-case distortion $\epsilon$ is required, as in $\epsilon$-net coverings (Anthony and Bartlett, 1999).

\(^4\) For example, to convey the sign of $W \in \mathcal{W} = \mathbb{R}$, it is natural to consider $\hat{W} = \{-1, +1\}$ and $g(w, \hat{w}) = 1_{|w\hat{w}| < 0}$.\(^5\)
In this context, the goal becomes finding the minimum number of bits that is required to compress i.i.d. repetitions of the source $W$ so that it can be recovered within a given distortion margin. Shannon (1948) showed that the minimum compression rate needed for recovering a source with distortion $\epsilon$ is determined by the rate-distortion function

$RD(\epsilon; P_W) := \inf I(W; \hat{W})$, such that $E_{\hat{W}}[\varrho(W, \hat{W})] \leq \epsilon$,

where the infimum is over all conditional probability distributions (Markov kernels) $P_{W|\hat{W}}$. Specifically, Shannon showed that for any rate $R > RD(\epsilon; P_W)$, a sequence of quantization codebooks $\{C_m\}_{m \in \mathbb{N}}$, $C_m = \{\hat{w}_j = (\hat{w}_{j,1}, \ldots, \hat{w}_{j,m})$, $j \in [l_m]\} \subseteq \mathcal{W}^m$ exists such that $l_m \leq e^{mR}$ and

$$\lim_{m \to \infty} P_{\mathcal{W}^m} \left( \forall j : \frac{1}{m} \sum_{i=1}^{m} \varrho(W_i, \hat{w}_{j,i}) > \epsilon \right) = 0. \quad (4)$$

Intuitively, for discrete variables, the effective size of $m$ independent realizations of $W$ is about $e^{mH(W)}$, and each codeword $\hat{w}_j$ covers about $e^{mH(W|\hat{W})}$ of them, and thus, the total needed codewords to cover $\mathcal{W}^m$ with high probability is about $e^{mI(W;\hat{W})}$. Similar intuition holds for the continuous $W$, by considering $h(W)$ and $h(W|\hat{W})$, and by considering the effective volume of $\mathcal{W}^m$.

Finally, a series of works, e.g. (Marton, 1974; Han, 2000; Iriyama, 2005; Bakshi and Bansal, 2005), studied the rate of convergence of the probability in (4) to zero for a fixed rate $R$. Equivalently, one can formulate this problem as the minimum needed rate $R$ to have the above error probability decaying at least as fast as $e^{-m}$. For sources with finite alphabets, this quantity is equal to (Marton, 1974, Theorem 1) $\sup_{Q : D_{KL}(Q || P_W) \leq \log(1/\delta)} RD(\epsilon; Q, \varrho)$, where the supremum is over all distributions $Q$ defined over $\mathcal{W}$ such that $Q \ll P_W$. Intuitively, the empirical distribution $\hat{P}_{\mathcal{W}^m}$ of a vector of realizations $W^m$ satisfies $D_{KL}(\hat{P}_{\mathcal{W}^m} || P_W) \leq \log(1/\delta)$, with probability at least $1 - \delta^m$. The idea is to “cover” all such high probable realizations in the balls with radius $\epsilon$. It turns out the needed rate is the supremum of the needed rate for each empirical distribution $Q$. Similar error exponent term for continuous sources can be found in (Iriyama, 2005, Theorem 1).

In this work, we apply source coding concepts and techniques to establish bounds on the generalization error. To this end, we attempt to ‘reliably compress’ the hypothesis space with respect to a distortion that depends on the excess generalization error induced by compression. We allow the compression to be lossy within a distortion level. Then, we establish bounds on the generalization error in terms of the compression rate, amount of distortion, and reliability level.$^5$

3. Generalization Bounds via Rate Distortion Theory

We start by explaining our notion of compressibility adapted to algorithms.

3.1. Compressibility of an algorithm

The compression, in its classical source coding sense, aims to save a compressed version of a source that is close enough to the source and requires a smaller storage capacity. Similarly, for a learning

---

$^5$ The rate-distortion theory was previously used in (Bu et al., 2021; Masiha et al., 2021). For instance, in (Bu et al., 2021), it is used to compare the expectation of the generalization error of a compressed learning model with respect to the original model. Herein, we use it to analyze the generalization performance of the original learning model. In Masiha et al. (2021), generalization error is related to the rate-distortion theory by noting the similarity of the related formulas. The connection provided in this work is operational and thus much deeper.
algorithm \( \mathcal{A} : S \rightarrow \mathcal{W} \), where \( S = \mathcal{Z}^n \), by having a dataset \( S \) and a picked hypothesis choice \( \mathcal{A}(S) = W \in \mathcal{W} \), we are interested in finding another algorithm \( \mathcal{\hat{A}}(S, W) = \hat{W} \in \mathcal{W} \subseteq \mathcal{W} \) that has fewer number of probable output hypotheses and performs closely to the original algorithm. In this work, we consider the generalization error as the compression performance. Consider a training dataset \( s \) and two hypotheses \( w \) and \( \hat{w} \). We define the distortion function \( d : \mathcal{W} \times \mathcal{W} \times S \rightarrow \mathbb{R} \) between these two pairs of realizations as the difference of their generalization performances:

\[
d(w, \hat{w}; s) := \text{gen}(s, w) - \text{gen}(s, \hat{w}). \tag{5}\]

Note that here, unlike the source-coding literature, we allow the distortion function to take negative values.

To guarantee that this distortion (between single outputs of the original and compressed algorithms) does not exceed a threshold, we need to control the worst-case distortion caused by compression, among all probable \( w \) and \( \hat{w} \), which might end up with overly pessimistic results. To avoid this, we utilize the block coding technique as follows. For a block of \( m \in \mathbb{N} \) independent datasets \( s^m = (s_1, \ldots, s_m) \) and a block of picked hypotheses \( W^m = (W_1, \ldots, W_m) \), where \( W_i \) is a hypothesis choice based on dataset \( s_i \), i.e. \( \mathcal{A}(s_i) = W_i \), \( i \in [m] \), with a slight abuse of notations, denote \( \mathcal{A}(s^m) = W^m \). We then consider a compression algorithm \( \mathcal{A}_m : S^m \times \mathcal{W}^m \rightarrow \hat{W}^m \) that takes as input particular realizations \( (s^m, w^m) \), where \( \mathcal{A}(s^m) = w^m \), and outputs a block of hypotheses \( \hat{W}^m = (\hat{W}_1, \ldots, \hat{W}_m) \). We also need to extend our definition in (5) to measure the distortion between two blocks of algorithm realizations \( \mathcal{A}(s^m) = w^m \) and \( \mathcal{A}_m(s^m, w^m) = \hat{w}^m \). For now, let us use \( d_m : S^m \times W^m \times \hat{W}^m \rightarrow \mathbb{R} \) for \( m \in \mathbb{N} \) to denote this extended distortion function, whose details will be provided in the next section. In particular, we will use the extended distortion function defined in (8) to obtain in expectation bounds and an alternative definition given in (12) to obtain tail bounds on the generalization gap.

Next, we define our compression algorithm. Fix a set \( \mathcal{H}_m \subseteq \hat{W}^m \), that we coin a hypothesis book (as an analogy to code book), and denote its cardinality by \( l_m \). Denote the elements of \( \mathcal{H}_m \) by \( \hat{w}_j = (\hat{w}_{j,1}, \ldots, \hat{w}_{j,m}) \in \hat{W}^m \), where \( j \in [l_m] \), i.e., \( \mathcal{H}_m = \{ \hat{w}_j \}_{j=1}^{l_m} \). Having defined a distortion function \( d_m \) and fixed a set \( \mathcal{H}_m \), among all compression algorithms \( \mathcal{A}_m \) such that \( \mathcal{A}_m(s^m, w^m) \in \mathcal{H}_m \), we consider the optimal compression algorithm, denoted by \( \mathcal{A}_m^*(s^m, w^m; \mathcal{H}_m) = \hat{w}_j \), where \( j = \arg \min_{j \in [l_m]} d_m(w^m, \hat{w}_j; s^m) \). With this choice and for a fixed distortion level \( \epsilon \), we define the error event that happens when the average distortion between the original and the optimal compressed algorithm exceeds \( \epsilon \):

\[
\mathcal{E}_m(\mathcal{H}_m, \epsilon; d_m) := \{ \min_{j \in [l_m]} d_m(\mathcal{A}(S^m), \hat{w}_j; S^m) > \epsilon \}. \tag{6}\]

Now, we are ready to define our compressibility notion, which will lay the basis of our generalization bounds.

**Definition 1** The learning algorithm \( \mathcal{A} \) is \((R, \epsilon; \{d_m\}_m)\)-compressible\(^7\) for some \( R \in \mathbb{R}^+ \) and \( \epsilon \in \mathbb{R} \), if there exists a sequence of hypothesis books \( \{\mathcal{H}_m\}_{m \in \mathbb{N}} \), \( \mathcal{H}_m = \{ \hat{w}_j, j \in [l_m] \} \subseteq \hat{W}^m \) such that \( l_m \leq e^{mR} \) and

\[
\lim_{m \to \infty} \mathbb{P}_{(S, W)(\mathcal{H}_m)}(\mathcal{E}_m(\mathcal{H}_m, \epsilon; d_m)) = 0, \tag{7}\]

---

6. While \( d \) is clearly not a metric, it also depends on the underlying distribution \( \mu \); we drop this dependence for ease of notations.

7. While many terms in this work, including \( R \) and the rate-distortion terms in the rest of the text, depend on \( \mu, P_{W|S}, n \), and the loss function, we drop these dependencies for ease of exposition.

---
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where $\mathcal{E}_m(\mathcal{H}_m, \epsilon; d_m)$ is defined in (6) and $\mathbb{P}_{(S, W)^{\otimes m}}$ denotes the $m$-times product measure of the joint distribution of $W$ and $S$.

### 3.2. Bounds on the expected value of the generalization gap

In this section, we prove bounds on the expected generalization error, provided $A$ is compressible. Intuitively, we first find compression schemes that cover $(S^m, W^m)$ with high probability, in a sense that is defined in (7), such that on average the difference of generalization errors of the original and compressed algorithms does not exceed a threshold. Then, we show that the expected generalization error can be bounded in terms of the parameters of this compressed algorithm. To do so, by borrowing from the source coding literature, we define a distortion function between $m$ realizations of the two algorithms as:

$$
\vartheta_m(w^m, \hat{w}^m; s^m) := \frac{1}{m} \sum_{i=1}^{m} d(w_i, \hat{w}_i; s_i),
$$

where $d(w, \hat{w}; s)$ was defined in (5).

Having condition (7) for this distortion function guarantees that the expectation of the difference of the generalization errors of the original and compressed algorithms does not exceed $\epsilon$. This is stated in Lemma 27, which is used in the proof of the following result, proved in Appendix E.1.

**Theorem 2** If a learning algorithm $A(S)$ is $(R, \epsilon; \{\vartheta_m\}_m)$-compressible, if $E_{S,W}[|\text{gen}(S, W)|] < \infty$, and if for all $w \in W$, $\ell(Z, w)$ is $\sigma$-subgaussian, then $|E[\text{gen}(S, W)]| \leq \sqrt{2\sigma^2 R/n + \epsilon}$.

This result shows that the compressibility of an algorithm directly translates into having a good generalization performance, which can be seen as an information theoretic counterpart of the existing compression bounds, e.g., (Arora et al., 2018; Suzuki et al., 2020b). To make the above bound more explicit, we establish the following bound on the compressibility of any arbitrary algorithm, whose proof is given in Appendix E.2. Let\(^8\)

$$
R_E(\epsilon) = \inf_{P_{S,W}} I(S; \hat{W}), \quad \text{such that } |E[\text{gen}(S, W) - \text{gen}(S, \hat{W})]| \leq \epsilon,
$$

where the expectation is with respect to $P_{S,W}$ and $P_S \times P_{W|S}$.

**Theorem 3** Assume that the algorithm $A(S) = W$ induces $P_{S,W}$, where $S$ and $W$ are finite sets. Then, for every $\epsilon \in \mathbb{R}$ and any $\nu_1, \nu_2 > 0$, the algorithm $A(s)$ is $(\inf_{P_{S,W}} I(S; \hat{W}), \nu_1, \epsilon + \nu_2; \{\vartheta_m\}_m)$-compressible.

This theorem can be extended to infinite sets, with some further assumptions on separability of $\text{gen}(S, W)$ with respect to $(S, W)$ and using the quantization technique used in the proof of (El Gamal and Kim, 2011, Theorem 3.6). Now, combining Theorems 2 and 3 yields:

**Theorem 4** Assume that the algorithm $A(S) = W$ induces $P_{S,W}$ and for all $w \in W$, $\ell(Z, w)$ is $\sigma$-subgaussian. Then, for any $\epsilon \in \mathbb{R}$, $|E[\text{gen}(S, W)]| \leq \sqrt{2\sigma^2 R_E(\epsilon)/n + \epsilon}$.

The extended versions of Theorems 2 and 4 that include bounds on $E[\text{gen}(S, W)]$ and $E[||\text{gen}(S, W)||]$ as well, can be found in Appendix D.1.\(^{10}\)

---

8. By $|\vartheta_m|$ we mean simply the distortion function which is equal to $|\vartheta_m(w^m, \hat{w}^m; s^m)|$ for any $w^m, \hat{w}^m, s^m$.

9. Intuitively, $E[\text{gen}(S, W) - \text{gen}(S, W)]$ can be seen as the limit of the distortion function $\vartheta_m$ when $m \to \infty$.

10. The mild sufficient condition $E[||\text{gen}(S, W)||] < \infty$ is used to bound $E[||\text{gen}(S, W)||]$. $E[\text{gen}(S, W)]$, and $E[\text{gen}(S, W)]$ in the extended version of Theorem 2. The sufficiency of the condition $E[\text{gen}(S, W)] < \infty$ for bounding $E[\text{gen}(S, W)]$, although seemingly true, is not shown in this work.
In addition to finite sets, Theorem 4 can be derived using Theorems 2 and 3 also for the infinite sets that satisfy some further separability assumptions. However, for the infinite set, without any further assumptions, we show this alternatively and trivially in Appendix E.3 by using and extending the existing results of Xu and Raginsky (2017, Theorems 1, 4), corresponding to Theorem 4 with \( \epsilon = 0 \) (see Corollary 5 below). Theorem 4 is extended similarly to (Bu et al., 2020) in Theorem 25 (Appendix D.1) that recovers and potentially improves over (Bu et al., 2020, Proposition 1).

**Corollary 5** Suppose the algorithm \( A(S) = W \) induces \( P_{S,W} \) and the function \( \ell(Z, w) \) is \( \sigma \)-subgaussian for any \( w \in W \). Then, \( |E[\text{gen}(S, W)]| \leq \sqrt{2} \sigma^2 I(S; W)/n \).

In this corollary, by applying a compressibility approach we could recover the results obtained using the Donsker–Varadhan’s identity. Indeed, in Appendix B.1 we showed that this identity can be interpreted and derived via a compressibility approach.

The case of \( \epsilon = 0 \), considered in (Xu and Raginsky, 2017; Bu et al., 2020), corresponds to the lossless compression in source coding. While for countable sets of \( S \) or \( W \), we can reliably cover \( (S^m, W^m) \) with \( \epsilon = 0 \) (in the sense of (7)) and bounded \( R \), for continuous sources and hypotheses, this term could be infinite. In contrast, considering \( \epsilon \neq 0 \), corresponds to the lossy compression in source coding, which allows to reliably cover \( (S^m, W^m) \) with bounded \( R \) within distortion \( \epsilon \). Note that even for countable sets, \( \epsilon \neq 0 \) can give better bounds.\(^{11} \)

The benefit of \( \epsilon \neq 0 \) becomes more clear by having a Lipschitz loss assumption. Combining this assumption with the above theorem directly yields an upper bound on the expected generalization error in terms of the rate-distortion function of the hypothesis.

**Corollary 6 (Lipschitz loss)** Suppose that for a distortion function \( g: W \times \hat{W} \to \mathbb{R}^+ \) and every \( z, w, \hat{z}, \hat{w} \), \( |\ell(z, w) - \ell(\hat{z}, \hat{w})| \leq \xi g(w, \hat{w}) \)\(^{12} \) and \( \ell(Z, w) \) is \( \sigma \)-subgaussian. Then, for any \( \epsilon \in \mathbb{R}^+ \), we have \( |E[\text{gen}(S, W)]| \leq \sqrt{2} \sigma^2 \mathcal{R}(\epsilon/(2\xi)); P_{W}, g)/n + \epsilon \), where \( \mathcal{R}(\epsilon; P_{W}, g) \) is the rate-distortion function with respect to the distortion function \( g \):

\[
\mathcal{R}(\epsilon; P_{W}, g) := \inf_{P_{\hat{W}|W}} I(W; \hat{W}), \text{ such that } E_{W,\hat{W}}[g(W, \hat{W})] \leq \epsilon. \tag{10}
\]

While the term \( R_E(\epsilon) \) in (9) is in general intractable, the above bound is amenable to computation once the marginal distribution \( P_{W} \) is known; a more relaxed constraint than knowing \( P_{S,W} \) which is needed in many of the information-theoretic bounds on generalization error. The rate-distortion computation is a convex minimization problem over \( P_{\hat{W}|W} \) and \( \epsilon \), that can be effectively computed for finite alphabets using Blahut-Arimoto algorithm (Blahut, 1972; Arimoto, 1972). Note that using Carathéodory’s theorem (El Gamal and Kim, 2011, Appendix C), it can be shown that it is sufficient to consider \( \hat{W} \) such that \( |\hat{W}| \leq |W| + 1 \). For the continuous alphabets, this terms can be efficiently estimated using the fine quantization technique (e.g. El Gamal and Kim, 2011, Proof

\(^{11} \) The approach applied in in (Negrea et al., 2020a) for studying \( E[\text{gen}(S, W)] \) also can be seen as lossy compression. They considered choosing a randomized ‘surrogate hypothesis’ \( \hat{W} \) for each \( W \), and argue that to establish a good bound on \( E[\text{gen}(S, W)] \), one could benefit from the trade-off between \( E[\mathcal{L}(S, W) - \mathcal{L}(S, \hat{W})] \) and \( E[\mathcal{L}(W) - \mathcal{L}(S, W)] \). However, they have not proposed general explicit bounds on these terms, and rather considered ad-hoc strategies for overparameterized linear regression and hypercube classification problems, when \( \mathcal{L}(S, W) = 0 \).

\(^{12} \) Note that this condition and imposing the Markov chain \( \hat{W} \to W \to S \) yield \( E[\text{gen}(S, W) - \text{gen}(S, \hat{W})] \leq 2\xi E_{W,\hat{W}}[g(W, \hat{W})] \) and \( I(S; \hat{W}) \leq I(W; \hat{W}) \) by data processing inequality.
of Theorem 3.6) or by using the existing lower bounds, e.g. (Riegler et al., 2018), that are almost tight in the small $\epsilon$ regime.

As an analytical example, suppose that the data $Z \in \mathbb{R}^d$ is composed of $d$ i.i.d. elements, each one distributed according to the normal distribution $\mathcal{N}(0, \sigma_0^2)$ and suppose that we choose $W$ as $W = \frac{1}{n} \sum_{i=1}^{n} Z_i \sim \mathcal{N}(0, (\sigma_0^2/n)I_d)$, where $I_d$ is the $d \times d$ identity matrix. Further, suppose that $\ell(Z, w)$ is $\sigma$-subgaussian for any $w \in \mathbb{R}^d$ and $|\ell(z, w) - \ell(z, w^\dagger)| \leq \mathcal{L}_r |w - w^\dagger|^2$. Then, while $I(S; W) = \infty$, Corollary 6 together with (Cover and Thomas, 2006, Theorem 10.3.2) yield $|\mathbb{E}[\text{gen}(S, W)]|$ is bounded by $\min_{0 < \epsilon \leq d} \sigma_0^2/(n+\epsilon)$, which equals $2\mathcal{L}_r d \sigma_0^2/n$.

The optimal order of $\epsilon$ (and the corresponding rate-distortion terms) with respect to $n$ depends on $P_{S,W}$, as well as the loss function. In the above example, $\epsilon$ is chosen as $O(1/n)$, and in the following corollary as $O(1/\sqrt{n})$, resulting in the rate-distortion terms of order $O(1)$ and $O(\log(n))$, respectively.

In our next result, we show that our bound in terms of the rate-distortion function yields a fractal dimension-based bound as well. Let us define the rate-distortion dimension (Kawabata and Dembo, 1994) for a distribution $Q$ as $\dim_R(Q) = \lim_{\epsilon \to 0} \mathcal{RD}(\epsilon; Q, \mathcal{D})/\log(1/\epsilon)$.

**Corollary 7 (Rate-distortion dimension)** Suppose that for a distortion function $\mathcal{D}: W \times \hat{W} \to \mathbb{R}^+$ and every $z, w, \hat{w}$, $|\ell(z, w) - \ell(z, \hat{w})| \leq \mathcal{D}_r(w, \hat{w})$ and $\ell(Z, w)$ is $\sigma$-subgaussian. Moreover, assume that $\sup_{\epsilon \leq 0} \mathcal{RD}(\epsilon; P_W, \mathcal{D})/\log(1/\epsilon)$ converges uniformly over $n$ as $\epsilon_0 \to 0$. Then, there exists a $n_0$ such that for every $n \geq n_0$, $|\mathbb{E}[\text{gen}(S, W)]| \leq \sqrt{4\sigma^2 \dim_R(P_W) \log(n) \mathcal{L}^2}/n$.

This corollary, proved in Appendix E.4, shows the relation of our approach with dimension-based bounds. The rate-distortion dimension is a lower bound to the Minkowski (box-counting) dimension of the set $W$ (Kawabata and Dembo (1994)), which was considered in (Şimşekli et al., 2020; Birdal et al., 2021). Moreover $\dim_R(P_W)$ is equal to the Rényi information dimension under certain conditions (Kawabata and Dembo, 1994, Proposition 3.3). The latter dimension is shown to be related to the fundamental limits of the almost lossless compression (Wu and Verdú, 2010).

### 3.3. Tail bounds on the generalization gap

To establish a tail bound on the generalization performance, we need to find a compression scheme that not only covers $(S^m, W^m)$ with high probability (in a sense of (7)), but also its probability of covering failure is exponentially decreasing with $m$, which leads us to the following notion.

**Definition 8** The learning algorithm $\mathcal{A}$ is $(R, \epsilon, \delta; \{d_m\}_m)$-exponentially compressible for some $\delta > 0$, if conditions of Definition 1 hold and

$$
\lim_{m \to \infty} \left[ -\frac{1}{m} \log(\mathbb{P}_{S,W} \mathcal{D}(\mathcal{H}_m, \epsilon; d_m)) \right] \geq \log(1/\delta). \tag{11}
$$

In other words, the error probability is asymptotically bounded by $\delta^m$.

On the other hand, instead of considering (8), it turns out that it is sufficient to keep the difference between the average generalization error of the compressed algorithm and the lowest error of the
original algorithm within a threshold. More precisely, we define the new distortion function:\(^{13}\)

\[
\varphi_m(w^m, \hat{w}^m; s^m) := \min_{j \in [m]} \text{gen}(s_j, w_j) - \frac{1}{m} \sum_{i=1}^{m} \text{gen}(s_i, \hat{w}_i). \tag{12}
\]

By using this notion, our first tail bound on the generalization performance of an algorithm is stated in the following theorem, which is proved in Appendix E.5.

**Theorem 9** If a learning algorithm \(A\) is \((R, \epsilon, \delta; \{\varphi_m\}_m)\)-exponentially compressible and if for all \(w \in \mathcal{W}\), the loss \(\ell(Z, w)\) is \(\sigma\)-subgaussian, then with probability at least \(1 - \delta\), we have that \(\text{gen}(S, W) \leq \sqrt{2\sigma^2(R + \log(1/\delta))/n + \epsilon}\).

This result shows that exponentially compressible algorithms, with small \((R, \epsilon)\), generalize well with probability \(1 - \delta\). Next, in our main tail bound, we will show that any arbitrary algorithm is exponentially compressible, and we will establish a bound on its compressibility triplet \((R, \epsilon, \delta)\). To state this result, we need some definitions. For a given distribution \(Q\) over \(\mathcal{S} \times \mathcal{W}\), let

\[
d_Q(\hat{w}; s) := \inf_{(s', w') \in \text{supp}(Q)} \left[\text{gen}(s', w')\right] - \text{gen}(s, \hat{w}). \tag{13}
\]

Intuitively, \(E_{\mathcal{S}, \mathcal{W}}[d_Q(\hat{W}; S)]\) can be seen as the limit of the distortion function \(\varphi_m\) when \(m \to \infty\). Moreover, for a distribution \(Q\) defined over \(\mathcal{S} \times \mathcal{W}\), let

\[
\mathcal{R}\mathcal{D}^*(\epsilon; Q) := \inf_{P_{\hat{W}|S}} I(S; \hat{W}) \leq \inf_{P_{\hat{W}|S}} I(S; \hat{W}), \tag{14}
\]

where the infimum is over all Markov kernels \(P_{\hat{W}|S}: \hat{W} \times S \to \mathbb{R}^+\) and the expectations and the mutual information are with respect to joint distributions \(Q\) and \(Q_S \times P_{\hat{W}|S}\), where \(Q_S\) is the marginal distribution of \(S\). Now, we state our main tail bound result, proved in Appendix E.6.

**Theorem 10** Suppose that the algorithm \(A(S) = W\) induces \(P_{S|W}\) and for all \(w \in \mathcal{W}\), \(\ell(Z, w)\) is \(\sigma\)-subgaussian. Then, for every \(\epsilon \in \mathbb{R}\) and \(\delta \geq 0\), with probability at least \(1 - \delta\),

\[
\text{gen}(S, W) \leq \sqrt{\frac{2\sigma^2(R_p(\delta, \epsilon) + \log(1/\delta))}{n}} + \epsilon, \quad R_p(\delta, \epsilon) := \sup_{Q: D_{KL}(Q || P_{S|W}) \leq \log(1/\delta)} \mathcal{R}\mathcal{D}^*(\epsilon; Q),
\]

where the supremum is over all probability distributions \(Q\) over \(\mathcal{S} \times \mathcal{W}\).

To the best of our knowledge, this is the first information-theoretic tail bound on the generalization error with the logarithmic dependence on \(1/\delta\). The bound does not reduce to previous results even for \(\epsilon = 0\). In this case, \(\mathcal{R}\mathcal{D}^*(0; Q) \leq I_Q(S; W)\) as \(\hat{W} = W\) and \(P_{\hat{W}|S} = Q_{W|S}\) are valid choices, where \(I_Q(S; W)\) implies the mutual information under the distribution \(Q\). Hence, as a corollary of the above theorem, with probability at least \(1 - \delta\), we have

\[
\text{gen}(S, W) \leq \sqrt{\frac{2\sigma^2}{n} \sup_{Q: D_{KL}(Q || P_{S|W}) \leq \log(1/\delta)} I_Q(S; W) + \log(1/\delta))/n}. \tag{15}
\]

\(^{13}\) Note that \(\varphi_m(w^m, \hat{w}^m; s^m) \leq \varphi_m(w^m, \hat{w}^m; s^m)\). For further discussion on this distortion function, refer to Section 4.
The bound in Theorem 10 does not only depend on $P_{S,W}$, but on all $Q$ close to $P_{S,W}$. This is similar to the error exponent result of (Marton, 1974, Theorem 1). Intuitively, by considering all $Q$ satisfying $D_{KL}(Q||P_{S,W}) \leq \log(1/\delta)$, we cover realizations of $(S^m, W^m)$ with probability at least $1 - \delta^m$. In other words, to have a good generalization bound with high probability, the algorithm should be compressible under all such $Q$ that are close enough to $P_{S,W}$.

Theorem 10 does not take into account any additional stochasticity of the algorithm, as considered in (Harutyunyan et al., 2021). Considering such a scenario yields stronger results, presented in Appendix D.2.

Similar to the in expectation part, by having a Lipschitzness property and using (14), Theorem 10 can be upper-bounded in terms of the rate-distortion functions of the hypothesis set.

Corollary 11 (Lipschitz loss) Suppose that for a distortion function $\mathcal{g}: \mathcal{W} \times \hat{\mathcal{W}} \rightarrow \mathbb{R}^+$ and every $z, w, \hat{w}, |\ell(z, w) - \ell(z, \hat{w})| \leq \mathcal{g}(w, \hat{w})$ and $\ell(z, w)$ is $\sigma$-subgaussian. Then, for any $\epsilon \in \mathbb{R}^+$, the term $R_p(\delta, \epsilon)$ in Theorem 10 can be upper bounded by

$$R_p(\delta, \epsilon) \leq \sup_{Q_W: D_{KL}(Q_W||P_W) \leq \log(1/\delta)} \mathfrak{R}(\epsilon/(2\mathcal{L}); Q_W, \mathcal{g}),$$

where the supremum is over all possible distributions $Q_W$ over $\mathcal{W}$.

The above corollary recovers some classical results, e.g. the bound obtained by using $\epsilon$-net coverings. This result, together with some other concrete examples are presented in Appendix D.3. Furthermore, similar to Corollary 7, one can derive a dimension-based bound by using Corollary 26.

Note that Theorem 10 can be made data-dependent using ideas of Negrea et al. (2020b). Finally, we further extend our results in Appendix A, that recovers (and improves in specific cases) the conditional mutual information based results of Steinke and Zakynthinou (2020); Harutyunyan et al. (2021).

4. Proof Outline

Our main results are new bounds on the generalization gap. However, we also develop new techniques which are rather general and applicable to arbitrary random variables. In particular, we derive a variational representation of the tail probability in Lemma 24 (Appendix C) that results the following tail bound for any arbitrary random variable $X$:

**Theorem 12** For arbitrary random variables $X \in \mathbb{R}$, $Y \in \mathcal{Y}$ distributed according to $(X, Y) \sim \mu_{X,Y}$, with marginals $X \sim \mu_X$ and $Y \sim \mu_Y$ and for any $\delta \geq 0$ and $\epsilon, \Delta \in \mathbb{R}$, we have

$$\log \mu_X(\{|\Delta, \infty]\}) \leq \max \left[ \log(\delta), \inf_{\nu_{X,Y} \in \mathcal{G}} \sup_{p_{\hat{X}|Y}} \inf_{\nu_Y \geq 0} \inf_{q_{\hat{X}|Y}} \left\{ D_{KL} (p_{\hat{X}|Y}||\nu_Y) - \lambda (\Delta - \epsilon) + \log E_{\nu_Y q_{\hat{X}|Y}} \left[ e^{\lambda \hat{X}} \right] \right\} \right]$$

where $\mathcal{G} := \{ \nu_{X,Y} : D_{KL}(\nu_{X,Y}||\mu_{X,Y}) \leq \log(1/\delta) \}$, $\hat{X}$ is a real valued random variable and $Q(\nu)$ is the set of all conditional distributions $p_{\hat{X}|Y}$ such that under the joint distribution $p_{\hat{X}|Y}, \nu_{X,Y}$ we have: $[\inf_{x \in \text{supp}(\nu_X)} x] - E[\hat{X}] \leq \epsilon$, $\nu_X$ and $\nu_Y$ are marginals of $\nu_{X,Y}$ with respect to $X$ and $Y$, respectively, and the inner infimum is over all conditional distributions $q_{\hat{X}|Y}$.
This theorem is proved in Appendix E.7 and implies Theorem 10 by considering $X$ as gen$(S, W)$. A key idea used in this paper is leveraging the block covering technique to establish tail bounds. In the following subsection, we explain our general approach for this.

### 4.1. Tail bound via information-theoretic covering

Covering is a technique that allows to provide upper bounds on the tail probability or the expectation of an arbitrary random variable. The standard covering technique works as follows (see (Vershynin, 2018, Chapter 7)): consider a random process of an arbitrary random variable. The standard covering technique works as follows (see (Vershynin, 2018, Chapter 7)): consider a random process $(Y_t)_{t \in T}$, and the random variable $X = \sup_{t \in T} Y_t$. An $\epsilon$-covering (or $\epsilon$-net) of the set $T$ is a finite number of points $\mathcal{N} = \{t_1, t_2, \ldots, t_k\} \subset T$ such that every point $t \in T$ is within distortion $\epsilon$ of some point of $\mathcal{N}$. In the information theory literature, the points $t_i \in \mathcal{N}$ are called “quantization points”, and the process of mapping an arbitrary point $t \in T$ to its closest point in set $\mathcal{N}$ is called compression because it allows one to describe each point in set $t$ by just a number from the set $\{1, 2, \ldots, k\}$, i.e., the index of its closest point in $\mathcal{N}$. Let $\hat{X}_i = Y_{t_i}$ for $1 \leq i \leq k$ be the value of the random process at points in the $\epsilon$-net. The idea of covering is to approximate $X = \sup_{t \in T} Y_t$ by $\max(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_k)$. Since any arbitrary $t \in T$ is close to some point $t_i \in \mathcal{N}$, random variable $X$ too should be close to $\hat{X}_i$ for some $i$. Once we relate $\sup_{t \in T} Y_t$ to the maximum of finitely many terms $\max(\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_k)$, one can use tools such as the union bound to study the latter maximum.

The underlying idea of covering is fairly general. Suppose we have an arbitrary random variable $X$ that is not necessarily arising as the supremum of an underlying random process. We can still apply similar ideas if we “cover” $X$ by a finite collection of random variables $\{\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_k\}$. In this paper, we take a similar approach but with two crucial differences: (i) instead of covering a random variable $X$, we start off by taking a vector $X^m$ of $m$ i.i.d. repetitions of $X$, and cover the vector $X^m$. This technique is known in the information literature as “block-coding” and allows for a certain concentration of measure phenomenon to occur when we let $m$, the number of repetitions of $X$ to go to infinity. Moreover, it allows to utilize classical results on compression from information theory (ii) instead of covering the entire space as in an $\epsilon$-net, we allow for a vanishing fraction of the space to remain uncovered. This is in line with the information-theoretic notion of covering. More precisely, we cover the subspace in which $X^m$ concentrates on.

To see the idea of block covering in action, let $\hat{X}_1, \ldots, \hat{X}_m$ be $m$ i.i.d. repetitions of $X$. Then, $\mathbb{P}(X \geq \Delta)^m = \mathbb{P}(\min_i X_i \geq \Delta)$. In order to relate $\min_i X_i$ to an average, we introduce the following distortion function between two sequences.\(^{14}\)

**Definition 13** Given two sequences $a = (a_1, \ldots, a_m)$ and $b = (b_1, \ldots, b_m)$, define $\rho(a, b) := \min_i a_i - \frac{1}{m} \sum_i b_i$.

Then, we have the following result (see Appendix E.8 for a proof):

**Theorem 14** Let $X$ be an arbitrary random variable. Take $m \in \mathbb{N}$ and let $X^m$ be its $m$ i.i.d. repetitions. Let $\hat{X}^m(1), \ldots, \hat{X}^m(k)$ be an arbitrary set of $k \in \mathbb{N}$ random variables produced from some arbitrary conditional distribution $Q_{\hat{X}^m(1), \ldots, \hat{X}^m(k)|X^m}$. Then, for any $\epsilon \in \mathbb{R}$,

---

\(^{14}\) This distortion function is new and not previously used in the information theory literature to the best of our knowledge.
\[ \mathbb{P}(X \geq \Delta)^m \leq \mathbb{P}\left( \exists j : \frac{1}{m} \sum_{i=1}^{m} \hat{X}_i(j) \geq \Delta - \epsilon \right) + \mathbb{P}\left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right) \]

\[ \leq \sum_{j=1}^{k} \mathbb{P}\left( \frac{1}{m} \sum_{i=1}^{m} \hat{X}_i(j) \geq \Delta - \epsilon \right) + \mathbb{P}\left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right). \]

The random vectors \( \hat{X}^m(1), \hat{X}^m(2), \ldots, \hat{X}^m(k) \) represent “quantizations” of the sequences \( X^m \). The term \( \mathbb{P}\left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right) \) represents probability of excess distortion (with respect to \( \rho \)) when covering \( X^m \) by \( \hat{X}^m(1), \ldots, \hat{X}^m(k) \). The term \( \mathbb{P}\left( \frac{1}{m} \sum_{i=1}^{m} \hat{X}_i(j) \geq \Delta - \epsilon \right) \) is a tail bound inequality on the quantizations points. We make this more clear by the following example.

**Example 1** Let \( k = 1, X \sim \text{Bernoulli}(1/2), \Delta = 0.5, \) and \( \epsilon = 0 \). Then, \( \mathbb{P}(X \geq \Delta) = 0.5 \). Let \( \hat{X}_i = 0 \) with probability one. Then, \( \mathbb{P}(\sum \hat{X}_i \geq \Delta - \epsilon) = 0 \). The term \( \rho(X^m, \hat{X}^m) \) is zero if and only if \( X_i = 0 \) for some \( i \). Thus, \( \mathbb{P}(\rho(X^m, \hat{X}^m) > \epsilon) = (1/2)^m \). Hence, we have equality for this example.

### 5. Conclusion

In this work, using the source coding literature, we developed a compressibility framework to study the generalization error of the stochastic learning algorithms. This framework allows establishing bounds on the generalization gap in terms of rate-distortion function. Further, our defined compressibility notion makes the connection between several different research approaches in studying the generalization gap, e.g. information-theoretic and dimension-based approaches. This study opens up new directions, including: (i) making our bounds computational by applying the numerical methods to compute or bound the rate-distortion function and rate-distortion dimension, (ii) investigating the relation between our bounds and other dimensions-based bounds, by exploiting the relation between rate-distortion dimension and fractal dimensions, e.g. correlation dimension, (iii) making the connection between our compressibility framework and PAC-Bayesian approaches (McAllester, 1999), (iv) to establish general bounds on the generalization error by combining rate-distortion theoretic results of this work and the approach of using surrogate hypothesis (Negrea et al., 2020a), and contrariwise, to use the ad-hoc approaches of the latter for our compressibility framework to derive alternative bounds, (v) and finally combining the information-theoretic covering approach, introduced in Section 4.1, with other related techniques such as chaining.
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15. This relation have been previously established by Blum and Langford (2003) for the compressibility framework of (Littlestone and Warmuth, 1986). The connection of the PAC-Bayesian approaches, particularly when applied for neural networks (MacKay, 1995; Langford and Caruana, 2001; Dziugaite and Roy, 2017; Neyshabur et al., 2018), with our framework also seems promising. In these approaches the propagated error at the output of the network due to small perturbation of the weights are studied. Perturbing \( W \) can be seen as letting \( W = W + N \), where \( N \) is an independent noise, and the propagated error as the induced distortion. Then, one needs to properly bound \( I(W; W’) \).
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Appendices

The organization of the appendices is as follows.

- In Appendix A, we introduce the notion of conditional compressibility. Using this concept, we derive several bounds on the generalization performance that recover (and for certain cases improve) some previous bounds by Steinke and Zakynthinou (2020); Harutyunyan et al. (2021); Vapnik (1998).

- In Appendix B, we discuss the Donsker-Varadhan’s inequality. The relation with compressibility is shown and a variational representation of the expectation of a random variable is presented.

- In Appendix C, the tail bound on the arbitrary random variable (Theorem 12) is discussed. In particular, a variational representation of the tail probability is presented, which is a key lemma to derive this tail bound.

- In Appendix D, extensions of Theorems 2, 4, and 10 are stated, in addition to some concrete examples of Corollary 11.

- Finally, in Appendix E, proofs of our results are presented.

Type of a sequence

Through the appendices, we use the notion of the type (Cover and Thomas, 2006). Here, we give its definition. We say that two sequences $x^m, x'^m \in X^m$ have the same type if their empirical distributions are the same. The type of a sequence $x^m$ is its empirical distribution and is denoted by $\mathcal{T}(x^m)$. An $m$-type $Q_m$ refers to all sequences of length $m$ whose empirical distributions equal $Q_m$. Note that for any $x \in X$, $Q_m(x) = k/m$ where $k \in \{0, 1, \ldots, m\}$. For ease of notation, the type $Q_m(x)$ is simply denoted by $Q(x)$ or $q(x)$, whenever $m$ is known from the context.

Appendix A. Conditional Compressibility

In this section, we introduce conditional compressibility, using concepts from Steinke and Zakynthinou (2020). Building based on this notion, we derive both in expectation and tail bounds that recover and improve over some previous results. Theorem 17 recovers (and potentially improves over) (Steinke and Zakynthinou, 2020, Theorem 1.2.1) and (Harutyunyan et al., 2021, Corollary 2). Corollaries 18 and 22 recover the in-expectation and tail bound results when a learning algorithm has a bounded VC-dimension (Vapnik, 1998).

Through this section, assume $Z \in Z^{n \times 2}$ be a super-dataset of length $2n$, distributed according to $P_Z = \mu^{\otimes 2n}$, containing the dataset $S = Z_K$ and a ghost dataset $\tilde{S} = \tilde{Z}_K$, where $\tilde{Z}_K := (\tilde{3}_{1, K_1}, \ldots, \tilde{3}_{n, K_n})$ and $K := (K_1, \ldots, K_n)$ are vectors of length $n$ such that each $K_i$ takes values uniformly over $\{1, 2\}$ independent of $\{K_j : j \neq i\}$, and $\tilde{K}_i := \{1, 2\}\setminus K_i$. Denote

$$f(\tilde{3}, k, w) := \hat{L}(\tilde{3}_K, w) - \hat{L}(\tilde{3}_{K_i}, w) = \frac{1}{n} \sum_{j=1}^n (-1)^{k_j} (\ell(\tilde{3}_{j, 1}, w) - \ell(\tilde{3}_{j, 2}, w)).$$  (19)
Let \( d_m := \mathcal{V}^m \times \mathcal{W}^m \times \mathcal{Z}^{2nm} \times \{1, 2\}^{nm} \rightarrow \mathbb{R} \) be a function, measuring a distortion between \( m \) realizations of \( f(\mathbf{z}, \mathbf{k}, \mathbf{w}) \) and \( f(\mathbf{z}, \mathbf{k}, \hat{\mathbf{w}}) \). In particular, we use the following distortion functions:

\[
\varphi_m(w^m, \hat{w}^m; s^m, k^m) := \min_{j \in \{1, \ldots, m\}} f(s_j, k_j, w_j) - \frac{1}{m} \sum_{i=1}^{m} f(s_i, k_i, \hat{w}_i),
\]

\[
\psi_m(w^m, \hat{w}^m; s^m, k^m) := \frac{1}{m} \sum_{i=1}^{m} (f(s_i, k_i, w_i) - f(s_i, k_i, \hat{w}_i)),
\]

\[
\xi_m(w^m, \hat{w}^m; s^m, k^m) := \frac{1}{m} \sum_{i=1}^{m} (|f(s_i, k_i, w_i)| - |f(s_i, k_i, \hat{w}_i)|),
\]

where \( k_i = (k_{i,1}, \ldots, k_{i,n}) \). In general when \( s^m = (s, \ldots, s) \), the distortion functions are denoted by \( d_m(w^m, \hat{w}^m; s, k^m) \).

**Definition 15** The learning algorithm \( \mathcal{A}(S) \) is \((R(s), \epsilon(s); \{d_m\}_m)\)-conditionally compressible for some \( R(s) \in \mathbb{R}^+ \) and \( \epsilon(s) \in \mathbb{R} \), if for any \( s \in \mathcal{Z}^{2n} \), there exists a sequence of hypothesis books \( \{\mathcal{H}_m(s)\}_{m \in \mathbb{N}} \), \( \mathcal{H}_m(s) = \{\hat{w}_j(s), j \in \{1, \ldots, m\}\} \subseteq \mathcal{V}^m \) such that \( l_m(s) \leq e^m R(s) \) and

\[
\lim_{m \to \infty} \mathbb{P}(K,W|s^m) \min_{j \in \{1, \ldots, m\}} d_m(W^m, \hat{w}_j(s); s, K^m) > \epsilon(s) = 0,
\]

where \( P_{K,W|s} = \frac{1}{\mathcal{P}} P_{W|s,K} \).

The learning algorithm is \((R(s), \epsilon(s), \delta; \{d_m\}_m)\)-exponentially and conditionally compressible for some \( \delta > 0 \), if in addition to above conditions, the following also holds:

\[
\lim_{m \to \infty} \left[-\frac{1}{m} \log\left(\mathbb{P}(K,W|s^m) \min_{j \in \{1, \ldots, m\}} d_m(W^m, \hat{w}_j(s); s, K^m) > \epsilon(s)\right)\right] \geq \log(1/\delta).
\]

In other words, asymptotically the error probability is bounded by \( \delta^m \).

Similar to the unconditional part, we state in expectation and tail bounds.

**A.1. Bounds on the expected value of the generalization gap**

The first theorem is a bound on the expectation of the generalization performance of the conditionally compressible algorithms.

**Theorem 16** Consider a learning algorithm \( \mathcal{A}(S) \) and a bounded loss function \( \ell(z, w) \in [0, 1] \).

i. If \( \mathcal{A}(S) \) is \((R(s), \epsilon(s); \{d_m\}_m)\)-conditionally compressible, then

\[
\mathbb{E}[\text{gen}(S, W)] \leq \mathbb{E}_3 \left[ \sqrt{\frac{2R(3)}{n}} + \epsilon(s) \right].
\]

ii. If \( \mathcal{A}(S) \) is \((R(s), \epsilon(s); \{d_m\}_m)\)-conditionally compressible, then

\[
|\mathbb{E}[\text{gen}(S, W)]| \leq \mathbb{E}_3 \left[ \sqrt{\frac{2R(3)}{n}} + \epsilon(s) \right].
\]
ii. If $A(S)$ is $(R(\mathfrak{z}), \epsilon(\mathfrak{z}); \{\xi_m\}_m)$-conditionally compressible, then

$$\mathbb{E}[\text{gen}(S, W)] \leq \mathbb{E}_3 \left[ \frac{2(R(3) + \log(2))}{n} + \epsilon(3) \right].$$

This theorem is proved in Appendix E.9. We use this result to derive a bound on the generalization gap of an arbitrary learning algorithm, in the next theorem. This theorem can be derived from (Steinke and Zakynthinou, 2020, Theorem 1.2) in the same manner as we have proved Theorem 4 using (Xu and Raginsky, 2017, Theorems 1,4). It can be alternatively derived using Theorem 16 and by bounding the conditional compressibility parameters of an arbitrary learning algorithm, similar to the proof of Theorem 3. We omit the proof, as it is similar to the proofs of Theorems 3 and 4.

**Theorem 17** Suppose the algorithm $A(S) = W$ induces $P_{S,W}$ and the loss function $\ell(z, w)$ is bounded in the range $[0, 1]$. Consider any auxiliary random variable $U^{16}$ defined by the conditional distribution $P_U|S,W$ and satisfying $P_{U,S,W} = P_UP_SP_W|U,S^{17}$. Then, for any $\epsilon \in \mathbb{R}$

i.

$$|\mathbb{E}_{S,W}[\text{gen}(S, W)]| \leq \mathbb{E}_{3,U} \left[ \frac{2R_{E,3,U}(\epsilon)}{n} + \epsilon \right],$$

$$\mathbb{E}_{S,W}[\text{gen}(S, W)] \leq \mathbb{E}_{3,U} \left[ \frac{2R'_{E,3,U}(\epsilon)}{n} + \epsilon \right],$$

$$\mathbb{E}_{S,W}[|\text{gen}(S, W)|] \leq \mathbb{E}_{3,U} \left[ \frac{2(R''_{E,3,U}(\epsilon) + \log(2))}{n} + \epsilon \right], \quad (25)$$

where

$$R_{E,3,u}(\epsilon) = \inf_{P_{W|K,u}} I(K; \hat{W}|z, u), \text{ such that } \mathbb{E} \left[ |f(\mathfrak{z}, K, W) - f(\mathfrak{z}, K, \hat{W})| \right] \leq \epsilon,$$

$$R'_{E,3,u}(\epsilon) = \inf_{P_{W|K,u}} I(K; \hat{W}|z, u), \text{ such that } \mathbb{E} \left[ f(\mathfrak{z}, K, W) - f(\mathfrak{z}, K, \hat{W}) \right] \leq \epsilon,$$

$$R''_{E,3,u}(\epsilon) = \inf_{P_{W|K,u}} I(K; \hat{W}|z, u), \text{ such that } \mathbb{E} \left[ |f(\mathfrak{z}, K, W)| - |f(\mathfrak{z}, K, \hat{W})| \right] \leq \epsilon. \quad (26)$$

The expectations are with respect to $P_KP_W|K,u$ and $P_KP_W|K,u$.

ii.

$$|\mathbb{E}_{S,W}[\text{gen}(S, W)]| \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{3,U} \left[ \sqrt{2R_{E,3,U,i}(\epsilon)} + \epsilon \right],$$

$$\mathbb{E}_{S,W}[\text{gen}(S, W)] \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{3,U} \left[ \sqrt{2R'_{E,3,U,i}(\epsilon)} + \epsilon \right].$$

16. Here, $U$ represents the stochasticity of the algorithm. Note that $U$ being a constant is always a valid choice. For further discussions, refer to Appendix D.2.

17. Note that $P_{U,3,k,w} = P_A P_U P_W|U,3K$. 
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\[ \mathbb{E}_{S,W}[|\text{gen}(S, W)|] \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\bar{z},\bar{u}} \left[ \sqrt{2(R_{E,\bar{z},\bar{u}}^{\epsilon} + \log(2))} + \epsilon \right], \quad (27) \]

where

\[ R_{E,\bar{z},\bar{u}}^{\epsilon}(\epsilon) = \inf_{P_{W|\bar{z},\bar{u}}} I(K; \hat{W}|\bar{z}, \bar{u}), \quad \text{such that} \quad \mathbb{E}\left[ |f(\hat{z}, K, W) - f(\hat{z}, K, \hat{W})| \right] \leq \epsilon, \]

\[ R'_{E,\bar{z},\bar{u}}^{\epsilon}(\epsilon) = \inf_{P_{W|\bar{z},\bar{u}}} I(K; \hat{W}|\bar{z}, \bar{u}), \quad \text{such that} \quad \mathbb{E}\left[ |f(\hat{z}, K, W) - f(\hat{z}, K, \hat{W})| \right] \leq \epsilon, \]

\[ R''_{E,\bar{z},\bar{u}}^{\epsilon}(\epsilon) = \inf_{P_{W|\bar{z},\bar{u}}} I(K; \hat{W}|\bar{z}, \bar{u}), \quad \text{such that} \quad \mathbb{E}\left[ |f(\hat{z}, K, W) - f(\hat{z}, K, \hat{W})| \right] \leq \epsilon, \]

\[ (28) \]

where \( f(\hat{z}, K, w) := (-1)^{K}(\ell(\hat{z}, 1, w) - \ell(\hat{z}, 2, w)) \) and the expectations are with respect to \( P_K, P_{W|\bar{z},\bar{u}}, \) and \( P_K, P_{\hat{W}|\bar{z},\bar{u}}. \)

The above bound trivially recovers (Steinke and Zakynthinou, 2020, Theorem 1.2.1) and (Harutyunyan et al., 2021, Corollary 2) by letting \( U = \text{Constant}, \epsilon = 0, \) and \( \hat{W} = W. \)

Next, we show that we can recover the bound in terms of VC-dimension using the above result.

**Corollary 18** If a learning algorithm has the VC-dimension \( d \) and the loss function \( \ell(z, w) \in [0, 1], \) then

\[ |\mathbb{E}[\text{gen}(S, W)]| \leq \sqrt{2d \log(2en/d) / n}, \quad \mathbb{E}[|\text{gen}(S, W)|] \leq \sqrt{2(d \log(2en/d) + \log(2)) / n}. \]

The corollary is proved in Appendix E.10.

**A.2. Tail bounds on the generalization gap**

In this section, we propose tail bounds on the generalization performance using exponentially and conditionally compressibility.

**Theorem 19** If the learning algorithm \( A(S) \) is \( (R(\bar{z}), \epsilon(\bar{z}), \delta/2; \{d_{\bar{z},\bar{u}}\}_n) \)-exponentially and conditionally compressible, then with probability at least \( 1 - \delta \) for the bounded loss function \( \ell(z, w) \in [0, 1], \)

\[ \text{gen}(S, W) \leq \sup_{\bar{z} \in \mathbb{Z}^n} \left[ \sqrt{2(R(\bar{z}) + \log(2/\delta)) / n} + \epsilon(\bar{z}) \right] + \sqrt{\log(2/\delta) / n}. \]

The theorem is proved in Appendix E.11.

Now, we establish a tail bound on the generalization performance of the arbitrary learning algorithm. For a given distribution \( Q_{k,W} \) over \([1, 2]^n \times \mathcal{W}, \) let

\[ d_{Q_{k,W}}(\hat{w}; \bar{z}, k) := \inf_{(k', w') \in \text{supp}(Q_{k,W})} \left[ |f(\bar{z}, k', w')| - f(\bar{z}, k, \hat{w}) \right]. \quad (29) \]
Moreover, for a set $\mathcal{U}^{18}$ and a distribution $Q$ defined over $\{1, 2\}^n \times \mathcal{W} \times \mathcal{U}$, define

$$\mathcal{R}^+(\epsilon; Q|\delta) := \inf_{P_{W|K,U}:} \mathbb{E}[d_{Q,K,W}(W,\delta,K)] \leq \epsilon$$

$$\leq \inf_{P_{W|K,U}:} \mathbb{E}[f(\delta,K,W) - f(\delta, K,W)] \leq \epsilon$$

$$= \inf_{P_{W|K,U}:} \mathbb{E}[\text{gen}(K,W) - \text{gen}(K,W)] \leq \epsilon$$

where $Q_{K,W}$ is the marginal distribution of $(K, W)$, the infimum is over all conditional probability distributions (Markov kernels) $P_{W|S,U} : \mathcal{W} \times S \times U \to \mathbb{R}^+$, the expectation and the mutual information are with respect to joint distributions $Q$ and $Q_{U,K} \times P_{W|K,U}$, where $Q_{U,K}$ is the marginal distribution of $(U,K)$. Then, we have the below tail bound, proved in Appendix E.12.

**Theorem 20** Suppose the algorithm $A(S) = W$ induces $P_{S,W}$ and $\ell(z, w)$ is bounded in the range $[0, 1]$. Consider any auxiliary random variable $U$ defined by the conditional distribution $P_{U|S,W}$ and satisfying $P_{U,S,W} = P_U P_S P_{W|U,S}^{19}$. Then, for any values of $\{\epsilon(\delta)\}_3$ and $\delta > 0$, with probability at least $1 - \delta$

$$\text{gen}(S, W) \leq \sup_{\delta} \left[ \sqrt{\frac{2(R(\delta, \epsilon) + \log(2/\delta))}{n}} + \epsilon(\delta) \right] + \sqrt{\frac{\log(2/\delta)}{n}}.$$  

(32)

where

$$R(\delta, \epsilon) := \sup_{Q: D_K(L(Q||P_{K,W,U}|I) \leq \log(2/\delta)} \mathcal{R}^+(\epsilon; Q|\delta),$$

(33)

where the supremum is over all possible distributions $Q$ over $\{1, 2\}^n \times \mathcal{W} \times \mathcal{U}$.

**Remark 21** By considering the exponentially and conditionally compressibility with respect to $P_{(K,W,\delta)}^{\otimes n}$ rather than $P_{(K,W,\delta)}^{\otimes n}$ in (24), the following result also can be achieved with the assumptions of Theorem 20. For any $\epsilon$ and $\delta > 0$, with probability at least $1 - \delta$

$$\text{gen}(S, W) \leq \sqrt{\frac{2(R(\delta, \epsilon) + \log(2/\delta))}{n}} + \epsilon + \sqrt{\frac{\log(2/\delta)}{n}}.$$

(34)

where

$$R(\delta, \epsilon) := \sup_{Q: D_K(L(Q||P_{K,W,U}|I) \leq \log(2/\delta)} \mathbb{E}_{Q \sim Q_3} \left[ \mathcal{R}^+(\epsilon; Q_{K,W,U}|I|3) \right].$$

(35)

where the supremum is over all possible distributions $Q$ over $\{1, 2\}^n \times \mathcal{W} \times \mathcal{Z}^{2n} \times \mathcal{U}$, $Q_{K,W,U|3}$ is the conditional distribution of $(K, W, U)$ given $3$, and $Q_3$ is the marginal distribution of $3$.

---

18. As mentioned before, $U$ represents the stochasticity of the algorithm. For further discussions, refer to Appendix D.2.
19. Note that $P_{S,K,W,U} = P_S P_K P_U P_{W|U,3K} = \frac{1}{2^n} P_{(K,W,\delta)}^{\otimes n} P_U P_{W|U,3K}$. 
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Finally, we use Theorem 20 to recover the generalization bound for the algorithms having a bounded VC-dimension Vapnik (1998).

**Corollary 22.** If a learning algorithm has VC-dimension $d$ and the loss function $\ell(z,w) \in [0,1]$, then with probability at least $1 - \delta$ 

$$\text{gen}(S,W) \leq \sqrt{\frac{2(d \log(2en/d) + \log(2/\delta))}{n}} + \sqrt{\frac{\log(2/\delta)}{n}}.$$ 

The corollary is proved in Appendix E.13.

### Appendix B. On the Donsker-Varadhan’s Inequality

The Donsker-Varadhan’s identity implies that for arbitrary distributions $p(x)$ and $q(x)$ on a set $\mathcal{X}$ and for any arbitrary function $\Phi : \mathcal{X} \to \mathbb{R}$ we have

$$D_{KL}(q\|p) \geq \mathbb{E}_{X \sim q}[\Phi(X)] - \log \left( \mathbb{E}_{X \sim p}[e^{\Phi(X)}]\right). \quad (36)$$

In this appendix, we first show that this inequality can be proved using a compressibility approach for a finite set $\mathcal{X}$. Then, we also derive a lemma based on (36) that is used to derive a tail bound on an arbitrary random variable.

#### B.1. Donsker-Varadhan’s inequality via compression

Take some arbitrary function $\Phi : \mathcal{X} \to \mathbb{R}$. Generate $2^{mR}$ sequences $X^m(1), X^m(2), \ldots, X^m(2^{mR})$, where $X^m(i) = (X_1(i), \ldots, X_m(i))$, in an i.i.d. fashion from $p(x)$, i.e. each $X_j(i) \sim p$ for $i \in [2^{mR}], j \in [m]$, independent of other instances. Consider the expression

$$\mathbb{E} \left[ \max_k \sum_{i=1}^m \Phi(X_i(k)) \right].$$

On the one hand,

$$e^{\mathbb{E} \left[ \max_k \sum_{i=1}^m \Phi(X_i(k)) \right]} \leq \mathbb{E} \left[ e^{\max_k \sum_{i=1}^m \Phi(X_i(k))} \right] \leq \mathbb{E} \left[ \sum_k e^{\sum_{i=1}^m \Phi(X_i(k))} \right] = 2^{mR} \left( \mathbb{E}_{X \sim p}[e^{\Phi(X)}]\right)^m.$$

Therefore,

$$\mathbb{E} \left[ \max_k \sum_{i=1}^m \Phi(X_i(k)) \right] \leq mR + m \log \left( \mathbb{E}_{X \sim p}[e^{\Phi(X)}]\right). \quad (37)$$

On the other hand, let $\gamma_m$ be the probability that at least one of the sequences $X^m(k)$ for some $k$ will have type $q(x)$. It is known that (for example by using Cover and Thomas (2006, Theorem 11.1.4))
\( \gamma_m \to 1 \) as \( m \) tends to infinity if \( R > D_{KL}(q\|p) \). Under the event that the sequence \( X^m(k) \) has type \( q(x) \), \( \sum_i \Phi(X_i(k)) \) equals \( mE_{X \sim q}[\Phi(X)] \). Thus,

\[
\mathbb{E}\left[ \max_k \sum_i \Phi(X_i(k)) \right] \geq m\gamma_m E_{X \sim q}[\Phi(X)] + m(1 - \gamma_m) \min_x \Phi(x). \tag{38}
\]

From (37) and (38) and by letting \( m \) tend to infinity, we obtain

\[
D_{KL}(q\|p) + \log \left( \mathbb{E}_{X \sim p} \left[ e^{\Phi(X)} \right] \right) \geq \mathbb{E}_{X \sim q}[\Phi(X)].
\]

This yields the desired inequality.

### B.2. Variational representation of \( \mathbb{E}[X] \)

In this subsection, we state a variational lemma on \( \mathbb{E}[X] \), used in proof of Theorem 12. The lemma is proved in Appendix E.14, by using (36).

**Lemma 23** For every distribution \( \nu \), we have

\[
\mathbb{E}_\nu[X] = \frac{1}{\lambda} \inf_\mu \left[ D_{KL}(\nu\|\mu) + \log \mathbb{E}_\mu \left[ e^{\lambda X} \right] \right]. \tag{39}
\]

### Appendix C. Tail Bound on an Arbitrary Random Variable

The key to the proof of the tail bound in Theorem 12 is a variational representation of the tail probability, stated in the next lemma.

**Lemma 24** Let \( \epsilon \) be an arbitrary real number. For any arbitrary distribution \( \nu_X \) on \( \mathbb{R} \), let \( \mathcal{P}(\nu_X) \) denote the set of distributions \( p_X \) on \( \mathbb{R} \) for which

\[
\left[ \inf_{\mathcal{x} \in \text{supp}(\nu_X)} x \right] - \mathbb{E}[\hat{X}] \leq \epsilon.
\]

Let \( X \sim \mu_X \) where \( \mu_X \) is an arbitrary distribution on the sample space \( X \subseteq \mathbb{R} \). Then, for any \( \Delta \in \mathbb{R} \) we have\(^{20}\)

\[
\log \mathbb{P}_{X \sim \mu_X}(X \geq \Delta) = \sup_{\nu_X \ll \mu_X} \inf_{p_X \in \mathcal{P}(\nu_X), \lambda \geq 0} \left\{ -D_{KL}(\nu_X\|\mu_X) - \lambda \left[ \Delta - \epsilon - \mathbb{E}_p(\hat{X}) \right] \right\}.
\]

We give two proofs for this lemma. The first proof is provided in Appendix E.15.1. We give also an alternative proof (in the inequality form) when \( \mathcal{X} \) and \( \mathcal{S} \) are finite sets. This proof illustrates the connections between the tail bound and compression. To this end, consider the distortion function \( \rho \) defined in Definition 13. Note that \( \varphi_m \) can be expressed in terms of this distortion function, i.e. \( \varphi_m(\mathcal{w}^m, \mathcal{w}^m; s^m) = \rho \left( \{ \text{gen}(s_i, w_i) \}_{i \in [m]}, \{ \text{gen}(s_i, w_i) \}_{i \in [m]} \right) \). To establish the tail bound, first we upper bound it in terms of the tail of some quantizations of \( X^m \) and the probability of covering \( X^m \) by this quantization points. This is exactly the bound established in Theorem 14. Indeed, Theorem 14 shows the connection between the tail bound and compression. Note that Theorem 14 also holds if the conditions \( \geq \Delta - \epsilon \) and \( > \epsilon \) are replaced by conditions \( \geq \Delta - \epsilon \) and \( > \epsilon \) respectively in (18). The rest of proof applies some information-theoretic techniques, as detailed in Appendix E.15.2.

\(^{20}\) For \( a \in \mathbb{R}, [a]_+ := \max(0, a) \).
Appendix D. Other Results

In this section, we state some further obtained results.

D.1. Extension of the in expectation bound

In a similar manner as (8), let $\xi_m(w^m, \tilde{w}^m; s^m) := \frac{1}{m} \sum_{i=1}^{m} (|\text{gen}(s_i, w_i)| - |\text{gen}(s_i, \tilde{w}_i)|)$. Here, we state the extended version of Theorem 2.

**Theorem 2** Consider a learning algorithm $A(S)$ and suppose that $\mathbb{E}_{S,W} [\text{gen}(S, W)] < \infty$ and for all $w \in W$, $\ell(Z, w)$ is $\sigma$-subgaussian.

i. If $A(S)$ is $(R, \epsilon; \{\theta_m\}_m)$-compressible, then $\mathbb{E}[\text{gen}(S, W)] \leq \sqrt{2\sigma^2 R/n} + \epsilon$.

ii. If $A(S)$ is $(R, \epsilon; \{\eta_m\}_m)$-compressible, then $|\mathbb{E}[\text{gen}(S, W)]| \leq \sqrt{2\sigma^2 R/n} + \epsilon$.

iii. If $A(S)$ is $(R, \epsilon; \{\xi_m\}_m)$-compressible, then $\mathbb{E}[|\text{gen}(S, W)|] \leq \sqrt{2\sigma^2 (R + \log(2))/n} + \epsilon$.

All above expectations are with respect to $P_{S,W}$.

Next, we state the extended version of Theorem 4.

**Theorem 4** Assume that the algorithm $A(S) = W$ induces $P_{S,W}$ and for all $w \in W$, $\ell(Z, w)$ is $\sigma$-subgaussian. Then, for any $\epsilon \in \mathbb{R}$,

$$
\mathbb{E}[\text{gen}(S, W)] \leq \sqrt{\frac{2\sigma^2 R_E(\epsilon)}{n}} + \epsilon,
$$

$$
\mathbb{E}[|\text{gen}(S, W)|] \leq \sqrt{\frac{2\sigma^2 R_E^\prime(\epsilon)}{n}} + \epsilon,
$$

$$
\mathbb{E}[|\text{gen}(S, W)|] \leq \sqrt{\frac{2\sigma^2 (R_E^{\prime\prime}(\epsilon) + \log(2))}{n}} + \epsilon,
$$

where

$$
R_E(\epsilon) = \inf_{P_{WS}} I(S; \hat{W}), \quad \text{such that} \quad \mathbb{E}[\text{gen}(S, W) - \text{gen}(S, \hat{W})] \leq \epsilon,
$$

$$
R_E^\prime(\epsilon) = \inf_{P_{WS}} I(S; \hat{W}), \quad \text{such that} \quad \mathbb{E}[|\text{gen}(S, W) - \text{gen}(S, \hat{W})|] \leq \epsilon,
$$

$$
R_E^{\prime\prime}(\epsilon) = \inf_{P_{WS}} I(S; \hat{W}), \quad \text{such that} \quad \mathbb{E}[|\text{gen}(S, W)| - |\text{gen}(S, \hat{W})|] \leq \epsilon.
$$

All expectations in above are with respect to $P_{S,W}$ and $P_S \times P_{WS}|S$.

This theorem can be trivially extended to the case where we have access to an internal randomness $U$ of the algorithm, as defined in Appendix D.2. For example, by using $\mathbb{E}[\text{gen}(S, W)] = \mathbb{E}_U \mathbb{E}_{S,W|U} [\text{gen}(S, W)]$, it can be shown that $\mathbb{E}[\text{gen}(S, W)] \leq \mathbb{E}_U [\sqrt{2\sigma^2 R_{E,U}/n}] + \epsilon$, where $R_{E,U}(\epsilon) := \inf I(S; \hat{W}|U = u)$, in which the infimum is over all Markov kernels $P_{W|S,u}$ such that $\mathbb{E}[\text{gen}(S, W) - \text{gen}(S, \hat{W})] \leq \epsilon$.

In the following, Theorem 4 is extended similarly to Bu et al. (2020). The proof trivially follows from the relation $\mathbb{E}[\text{gen}(S, W)] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\text{gen}(|z_i|, W)]$ and Theorem 4, where $\mathbb{E}[\text{gen}(|z_i|, w)] = \mathcal{L}(w) - \ell(z_i, w)$. 
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**Theorem 25** Suppose the algorithm $A(S) = W$ induces $P_{S,W}$ and for all $w \in \mathcal{W}$, $\ell(Z, w)$ is $\sigma$-subgaussian. Then, for any $\epsilon \in \mathbb{R}$,

$$
|\mathbb{E}[\text{gen}(S, W)]| \leq \frac{1}{n} \sum_{i=1}^{n} \left[ \sqrt{2\sigma^2 R_{E,i}(\epsilon)} \right] + \epsilon,
$$

(42)

$$
\mathbb{E}[\text{gen}(S, W)] \leq \frac{1}{n} \sum_{i=1}^{n} \left[ \sqrt{2\sigma^2 \hat{R}_{E,i}^q(\epsilon)} \right] + \epsilon,
$$

(43)

$$
\mathbb{E}[| \text{gen}(S, W)|] \leq \frac{1}{n} \sum_{i=1}^{n} \left[ \sqrt{2\sigma^2 (R_{E,i}^q(\epsilon) + \log(2))} \right] + \epsilon,
$$

(44)

where the expectation is with respect to $P_{S,W}$ and

$$
R_{E,i}(\epsilon) = \inf_{P_{W|Z_i}} I(Z_i; \hat{W}), \quad \text{such that} \quad |\mathbb{E}[\text{gen}(\{Z_i\}, W) - \text{gen}(\{Z_i\}, \hat{W})]| \leq \epsilon,
$$

(45)

$$
R_{E,i}^q(\epsilon) = \inf_{P_{W|Z_i}} I(Z_i; \hat{W}), \quad \text{such that} \quad \mathbb{E}[\text{gen}(\{Z_i\}, W) - \text{gen}(\{Z_i\}, \hat{W})] \leq \epsilon,
$$

(46)

$$
R_{E,i}^q(\epsilon) = \inf_{P_{W|Z_i}} I(Z_i; \hat{W}), \quad \text{such that} \quad \mathbb{E}[| \text{gen}(\{Z_i\}, W) - \text{gen}(\{Z_i\}, \hat{W})|] \leq \epsilon,
$$

(47)

where $\mathbb{E}[\text{gen}(\{z_i\}, w)] = \mathcal{L}(w) - \ell(z_i, w)$ and the expectations are with respect to $P_{Z_i,W}$ and $P_{Z_i} \times P_{W|Z_i}$.

Letting $\epsilon = 0$ and $\hat{W} = W$, this theorem recovers (and potentially improves over) (Bu et al., 2020, Proposition 1).

**D.2. Extension of the tail bound**

It has been already shown by Harutyunyan et al. (2021) that taking into account the stochasticity of the algorithm could yield tighter bounds on the expectation of the generalization gap. Here, we apply a similar idea for the tail bound. To this end, we represent partial or full stochasticity of the algorithm which is independent of the dataset by $U \in \mathcal{U}$. This means that the hypothesis is chosen according to $P_{W|S,U}$ (deterministically or randomly). Having this stochasticity available, we can make our compression more efficient, by letting the hypothesis books in Definition 1 depend on $U$ as well, i.e. for each arbitrary distribution $Q$ defined over $\mathcal{U}$, we choose a sequence of hypothesis books $\mathcal{H}_m(Q) = \{\tilde{w}_j(Q), j \in [l_m(Q)]\} \subseteq \mathcal{W}^m$, such that $l_m(Q) \leq e^{mR(Q)}$ and

$$
\lim_{m \to \infty} -\frac{1}{m} \log \left( P_{(U,S,W)^{\otimes m}} \left( \min_{j \in [l_m(P_{U|m})]} \varphi_m(W^m, \tilde{w}_j(\hat{P}_{U|m}); S^m) > \epsilon \right) \right) \geq \log(1/\delta),
$$

(48)

where $\hat{P}_{U|m}$ is the empirical distribution of $U^m$. Then, it can be shown that $R$ in Theorem 9 can be replaced by $\sup_Q R(Q)$, where the supremum is over all $Q$ such that $D_{KL}(Q||P_U) \leq \log(1/\delta)$.

In order to define the extended version of Theorem 10, we need to define an extended definition of $\mathcal{DA}^*(\epsilon; Q)$, that takes $U$ also into account. For a distribution $Q$ defined over $\mathcal{S} \times \mathcal{W} \times \mathcal{U}$, let

$$
\mathcal{DA}^*(\epsilon; Q) := \inf_{P_{W|S,U} \geq \mathcal{Q}_{S,W}} I(S; \hat{W}|U) \leq \inf_{P_{W|S,U} \geq \mathcal{Q}_{S,W}} I(S; \hat{W}|U),
$$

(49)

$$
\mathbb{E}[d_{Q_{S,W}}(W,S)] \leq \epsilon \quad \mathbb{E}[\text{gen}(S,W) - \text{gen}(S,\hat{W})] \leq \epsilon
$$
where $Q_{S,W}$ is the marginal distribution of $(S, W)$, the infimum is over all Markov kernels $P_{W|S,U} : W \times S \times U \rightarrow \mathbb{R}^+$, the expectation and the mutual information are with respect to joint distributions $Q$ and $Q_{S,U} = P_{W|S,U}$, where $Q_{S,U}$ is the marginal distribution of $(S, U)$. Note that letting $U$ being a constant, (49) will be reduced to (14). Now, we state an extended version of Theorem 10, proved in Appendix E.6.

**Theorem 10** Suppose that the algorithm $A(S) = W$ induces $P_{S,W}$ and for all $w \in W$, $\ell(Z, w)$ is $\sigma$-subgaussian. Consider any auxiliary random variable $U$ defined by $P_{U|S,W}$ and satisfying $P_{U,S,W} = P_{U}P_{S}P_{W|U,S}$. Then, for every $\epsilon \in \mathbb{R}$ and $\delta \geq 0$, with probability at least $1 - \delta$,

$$
\text{gen}(S, W) \leq \sqrt{\frac{2\sigma^2(R_p(\delta, \epsilon) + \log(1/\delta))}{n}} + \epsilon, \quad R_p(\delta, \epsilon) := \sup_{Q: \text{KL}(Q\|P_{S,W,U}) \leq \log(1/\delta)} \mathcal{R}_{\mathcal{D}^*}(\epsilon; Q),
$$

where the supremum is over all possible distributions $Q$ over $S \times W \times U$.

Note that the above bound holds for any $U$ that satisfies the assumptions of the theorem and $U$ being a constant is always valid choice. By the choice of $U = \text{Constant}$, this extended version becomes the same as the original one, stated in Section 3.3.

As a special case, when $S$ and $W$ are independent, the above theorem, by choosing $U = W$, results that with probability $1 - \delta$, $\text{gen}(S, W) \leq \sqrt{2\sigma^2\log(1/\delta)/n}$. This bound is equal to the one obtainable by direct application of Hoeffding’s inequality. However, we may not be able to achieve this bound using Theorem 10 with constant $U$. Since, while for example $I(S; W) = 0$ under $P_{S,W}$, it may not be equal to zero under distribution $Q$, where $\text{KL}(Q\|P_{S,W}) \leq \log(1/\delta)$; as under distribution $Q$, random variables $S$ and $W$ might be (weakly) dependent.

**D.3. Examples for Lipschitz loss**

In the following, we show some consequences of Corollary 11.

**Corollary 26** Suppose that the loss function $\ell(Z, w)$ is $\sigma$-subgaussian for any $w \in W$.

i. $[\epsilon$-net covering$]$ Let $W = \mathbb{R}^d$ and let $W$ with probability one take value in the $d$-dimensional ball $V_d = \{w \in \mathbb{R}^d : \|w\| \leq r_0\}$ and suppose that for every $z, w, \hat{w}$, $|\ell(z, w) - \ell(z, \hat{w})| \leq \ell_\|w - \hat{w}\|$. Then, for every $\delta > 0$, with probability at least $1 - \delta$,

$$
\text{gen}(S, W) \leq \min_{\epsilon \geq 0} \left\lfloor \frac{2\sigma^2 (d \log(2r_0/\epsilon) + \log(1/\delta))}{n} + 2\mathcal{L}_\epsilon \right\rfloor.
$$

In particular, for $n \geq 16$, with probability at least $1 - e^{-d/2}$, we have $\text{gen}(S, W) \leq (4r_0\mathcal{L} + \sigma\sqrt{d})\log(n)/n$.

ii. Suppose that $W \in \{0, 1\}^d$ is composed of $d$ i.i.d. elements distributed according to Bernoulli distribution with an unknown parameter $\mathbb{P}(W_i = 1) = p$ and $|\ell(z, w) - \ell(z, \hat{w})| \leq \ell_{d_H}(w, \hat{w})$, where $d_H$ is the Hamming distance. $21$ Then, for every $\delta > 0$, with probability at least $1 - \delta$,

$$
\text{gen}(S, W) \leq \min_{0 \leq \epsilon \leq d} \left\lfloor \frac{2\sigma^2 [d \log(2) - dh_b(\epsilon/d) + \log(1/\delta)]}{n} + 2\mathcal{L}_\epsilon \right\rfloor,
$$

$21$ For binary vectors $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d)$, $d_H(x, y) := \sum_{i=1}^d \mathbb{1}(x_i \neq y_i)$. 
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where \( h_b(\cdot) \) is the binary entropy function, i.e. \( h_b(p) = -p \log(p) - (1 - p) \log(1 - p) \), for \( p \in [0, 1] \) and \( 0 \log(0) = 0 \) by convention.

iii. Suppose that \( W \in \mathbb{R}^d \) is composed of \( d \) i.i.d. elements distributed according to the two-sided exponential distribution \( p(w_i) = \frac{1}{2} e^{-\lambda |w_i|}, \ i \in [d] \) and \( |\ell(z, w) - \ell(z, \hat{w})| \leq \|w - \hat{w}\|_1 \). Then, for every \( \delta > 0 \), with probability at least \( 1 - \delta \),

\[
\text{gen}(S, W) \leq \min_{\epsilon \geq 0} \left[ \sqrt{\frac{2\sigma^2(dR'(\epsilon, \delta) + \log(1/\delta))}{n}} + 2\xi \right],
\]

where \( R'(\epsilon, \delta) \) is determined by

\[
\log(1/\delta) = \alpha \lambda - 1 - \log(\alpha \lambda),
\]

in which \( \alpha := \epsilon \exp(R'(\epsilon, \delta))/d. \)

iv. Suppose that \( W \in \mathbb{R}^d \) is composed of \( d \) i.i.d. elements distributed according to the normal distribution \( \mathcal{N}(0, \sigma^2) \) and \( |\ell(z, w) - \ell(z, \hat{w})| \leq \|w - \hat{w}\|_2^2 \). Then, for every \( \delta > 0 \), with probability at least \( 1 - \delta \),

\[
\text{gen}(S, W) \leq \min_{\epsilon \geq 0} \left[ \sqrt{\frac{\sigma^2(d \log(\max(\alpha^2/\epsilon, 1)) + 2 \log(1/\delta))}{n}} + 2\xi \right],
\]

where \( \alpha \geq \sigma \) is determined by

\[
\log(1/\delta) = \frac{1}{2} \left( \frac{\alpha^2}{\sigma^2} - 1 - \log \left( \frac{\alpha^2}{\sigma^2} \right) \right).
\]

The corollary is proved in Appendix E.16.

### Appendix E. Proofs

In this section, we present the proofs of all our results, in the order of their appearances in the paper.

#### E.1. Proof of Theorem 2

Here we state the proof for the long version of the theorem, stated in Appendix D.1. Note that as defined in that appendix, \( \xi_m(w^m, \hat{w}^m; s^m) := \frac{1}{m} \sum_{i=1}^m (|\text{gen}(s_i, w_i)| - |\text{gen}(s_i, \hat{w}_i)|) \).

Before stating the proof, we show that having condition (8) for the distortion functions \( \vartheta_m, |\vartheta_m|, \xi_m \) guarantees that the expectation of the difference of the original and compressed algorithms does not exceed \( \epsilon \).

**Lemma 27** If \( \mathbb{E} \left[ |\text{gen}(S, W)| \right] < \infty \), then for \( d_m \in \{\vartheta_m, |\vartheta_m|, \xi_m\} \) condition (7) yields

\[
\lim_{m \to \infty} \mathbb{E}_{(S, W) \in m} \min_{j \in [l_m]} d_m(W^m; \hat{w}_j; S^m) \leq \epsilon.
\]

The above lemma is proved in Appendix E.17. Now, we proceed with the proof of the extended version of Theorem 2, appeared in Appendix D.1.

**Proof**
Part i. Suppose that for each \((s^m, w^m)\), \(\hat{w}(s^m, w^m) := \hat{w}_j\) where \(j = \arg \min_{j \in [l_m]} \vartheta_m(w^m, \hat{w}_j; s^m)\), which will be denoted by \(\hat{w} = (\hat{w}_1, \ldots, \hat{w}_m)\) for simplicity. Then,

\[
\mathbb{E}_{(S,W)}[\text{gen}(S, W)] = \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} \text{gen}(S_i, W_i) \right] = \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} \text{gen}(S_i, W_i) - \text{gen}(S_i, \hat{W}_i) \right] + \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} \text{gen}(S_i, \hat{W}_i) \right] = \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} \text{gen}(S_i, \hat{W}_i) \right] + \epsilon + \varepsilon_m \leq \frac{1}{m} \mathbb{E}_{S^{\otimes m}} \left[ \max_{j \in [l_m]} \sum_{i=1}^{m} \text{gen}(S_i, \hat{w}_{j,i}) \right] + \epsilon + \varepsilon_m \leq \frac{1}{m} \sqrt{\frac{2\sigma^2 m \log(l_m)}{n}} + \epsilon + \varepsilon_m \leq \sqrt{\frac{2\sigma^2 R m \log(l_m)}{n}} + \epsilon + \varepsilon_m,
\]

where (a) is by Lemma 27, (b) is derived since \(\sum_{i=1}^{m} \text{gen}(S_i, \hat{w}_{j,i}) = \sigma \sqrt{m/n}\)-subgaussian, and (c) is obtained by bounding \(l_m \leq e^{mR}\). Taking the limit for \(m \to \infty\) completes the proof.

Part ii. Similarly, let \(\hat{w}(s^m, w^m) := \hat{w}_j\) where \(j = \arg \min_{j \in [l_m]} |\vartheta_m(w^m, \hat{w}_j; s^m)|\). Then, we have

\[
|\mathbb{E}_{(S,W)}[\text{gen}(S, W)]| \leq \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} |\text{gen}(S_i, W_i)| \right] \leq \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} |\text{gen}(S_i, W_i) - \text{gen}(S_i, \hat{W}_i)| \right] + \frac{1}{m} \mathbb{E}_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} |\text{gen}(S_i, \hat{W}_i)| \right] \leq \frac{1}{m} \mathbb{E}_{S^{\otimes m}} \left[ \max_{j \in [l_m]} \sum_{i=1}^{m} |\text{gen}(S_i, \hat{w}_{j,i})| \right] + \epsilon + \varepsilon_m \leq \frac{1}{m} \sqrt{\frac{2\sigma^2 m \log(2l_m)}{n}} + \epsilon + \varepsilon_m \leq \sqrt{\frac{2\sigma^2 (R + \log(2)/m)}{n}} + \epsilon + \varepsilon_m.
\]

Taking the limit for \(m \to \infty\) completes the proof.

Part iii. Similarly, let \(\hat{w}(s^m, w^m) := \hat{w}_j\) where \(j = \arg \min_{j \in [l_m]} \xi_m(w^m, \hat{w}_j; s^m)\). Then, we have
\[ E_{(S,W)}[| \text{gen}(S, W)|] = \frac{1}{m} E_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} |\text{gen}(S_i, W_i) - |\text{gen}(S_i, \hat{W}_i)| \right] + \frac{1}{m} E_{(S,W)^{\otimes m}} \left[ \sum_{i=1}^{m} |\text{gen}(S_i, \hat{W}_i)| \right] \]
\[ \leq \frac{1}{m} E_{(S,W)^{\otimes m}} \left[ \max_{j \in [m]} \sum_{i=1}^{m} |\text{gen}(S_i, \hat{w}_{j,i})| \right] + \epsilon + \varepsilon_m \]
\[ \leq \frac{1}{m} \sqrt{\frac{2\sigma^2 m \log(2^m l_m)}{n}} + \epsilon + \varepsilon_m \]
\[ \leq \sqrt{\frac{2\sigma^2 (R + \log(2))}{n}} + \epsilon + \varepsilon_m. \]

Taking the limit for \( m \to \infty \) completes the proof.

\[ \Box \]

**E.2. Proof of Theorem 3**

**Proof.** Fix \( \epsilon \) and \( \nu_1, \nu_2 > 0 \). Assume that there exists a \( \hat{W} \in \hat{W} \) defined by the conditional distribution \( P_{\hat{W}|S} \), such that \( \left| E \left[ \text{gen}(S, W) - \text{gen}(S, \hat{W}) \right] \right| \leq \epsilon \). It is sufficient to show \( R_E(\epsilon) \leq I(S; \hat{W}) + \nu_1 \).

Denote the empirical distribution of a sequence \( x^m \) by \( \hat{P}_{x^m} \), i.e.

\[ \hat{P}_{x^m}(x) := \frac{\# i \in [m] : x_i = x}{m}. \]

Then, using the proof of (Cuff et al., 2010, Theorem 3), there exists a required sequence of \( \{ \mathcal{H}_m \}_{m \in \mathbb{N}} \) such that \( |\mathcal{H}_m| \leq e^{m(I(S; \hat{W}) + \nu_1)} \) and such that for each \( S^m \), a vector \( \hat{W}^m(S^m) \in \mathcal{H}_m \), that we denote for ease of notations as \( \hat{W}^m \), can be chosen such that

\[ \| \hat{P}_{(S^m, \hat{W}^m)}(s, \hat{w}) - P_{(S, \hat{W})}(s, \hat{w}) \|_{TV} \xrightarrow{p} 0. \]

(52)

where \( \xrightarrow{p} \) means convergence in probability and \( TV \) denotes the total variation distance between two distributions (Cuff et al., 2010, Definition 4). Moreover, by strong law of large numbers, for \( m \) independent instances \((S_i, W_i)\) chosen according to \( P_{S,W} \), we have

\[ \| \hat{P}_{(S^m, \hat{W}^m)}(s, w) - P_{S,W}(s, w) \|_{TV} \xrightarrow{p} 0. \]

(53)

This yields

\[ \left| \frac{1}{m} \sum_{i=1}^{m} |\text{gen}(S_i, W_i) - \text{gen}(S_i, \hat{W}_i)| \right| \leq \left| E \left[ \text{gen}(S, W) - \text{gen}(S, \hat{W}) \right] \right| + \epsilon \]
\[ \leq \epsilon + \varepsilon_m. \]

(54)

(55)

where \( \varepsilon_m \) vanishes as \( m \to \infty \). Now,

\[ \mathbb{P}_{(S,W)^{\otimes m}} \left( \theta_m(W^m, \hat{W}^m, S^m) \geq \epsilon + \nu_2 \right) \leq \mathbb{P}_{(S,W)^{\otimes m}}(\epsilon + \varepsilon_m \geq \epsilon + \nu_2) \xrightarrow{0}, \]

where the last line is when \( m \to \infty \). This completes the proof.

\[ \Box \]
E.3. Proof of Theorem 4

Proof We show

\[ |E[\text{gen}(S, W)]| \leq \sqrt{\frac{2\sigma^2 R_E(\epsilon)}{n}} + \epsilon, \]

and the proof for the rest of bounds in (40) is similar. Consider any Markov kernel \( P_W|S \) that satisfies \( |E[\text{gen}(S, W) - \text{gen}(S, \hat{W})]| \leq \epsilon \). Then,

\[ |E[\text{gen}(S, W)]| \leq |E[\text{gen}(S, \hat{W})]| + \epsilon \]

\[ \leq \sqrt{\frac{2\sigma^2 I(S; \hat{W})}{n}} + \epsilon, \]

where the last step is deduced from (Xu and Raginsky, 2017, Theorem 1). This completes the proof.

E.4. Proof of Corollary 7

Proof Let \( n' \) be large enough such that for \( n \geq n' \) and \( \epsilon := 2\Sigma/\sqrt{n\Sigma^2} = 2/\sqrt{n} \),

\[ \mathcal{R}(\epsilon/(2\Sigma); P_W, \rho)/\log(2\Sigma/\epsilon) \leq 2 \dim_R(P_W). \]

Note that this holds due to the uniform convergence assumption of the corollary. Then, using Corollary 6, we have

\[ |E[\text{gen}(S, W)]| \leq \sqrt{\frac{2\sigma^2 \dim_R(P_W, \delta) \log(n\Sigma^2)}{n}} + \sqrt{\frac{4}{n}} \]

\[ \leq \sqrt{\frac{4\sigma^2 \dim_R(P_W, \delta) \log(n\Sigma^2)}{n}}, \]

where the last inequality holds for \( n \geq n_0 \), where \( n_0 \geq n'_0 \) is a sufficiently large integer.

E.5. Proof of Theorem 9

Proof Some of the steps in this proof are identical to the proof of Theorem 14, by considering \( X^m \) as \( (\text{gen}(S_1, W_1), \ldots, \text{gen}(S_m, W_m)) \) and \( \hat{X}^m(j) \) as \( (\text{gen}(S_1, \hat{w}_{j,1}), \ldots, \text{gen}(S_m, \hat{w}_{j,m})) \). Here, for the sake of completeness, we re-state all steps for the particular setup and notations used for the generalization error problem.

For any \( \nu \in (0, \log(1/\delta)) \) sufficiently small, choose \( m_0 \) such that for \( m \geq m_0 \),

\[ -\frac{1}{m} \log(P_{(S, W) \leq m}(E_m(H_m, \epsilon; \varphi_m))) \geq \log(1/\delta) - \nu. \]
For ease of notations, let $\mathcal{E}_m := \mathcal{E}_m(\mathcal{H}_m, c; \varphi_m)$. Then,

$$
\mathbb{P}_{S,W}(\text{gen}(S, W) \geq \Delta)^m
\leq \mathbb{P}_{S,W}(\forall i, \text{gen}(S_i, W_i) \geq \Delta)
\leq \mathbb{P}_{S,W} \left( \exists i, \text{gen}(S_i, W_i) \geq \Delta, E_i \right)
\leq \mathbb{P}_{S,W} \left( \exists i, \text{gen}(S_i, W_i) \geq \Delta, \mathcal{E}_m^c \right) + e^{-m(\log(1/\delta) - \nu)}
\leq \mathbb{P}_{S,W} \left( \exists \omega^m : \forall i, \text{gen}(S_i, W_i) \geq \Delta, \mathcal{E}_m^c \right) + e^{-m(\log(1/\delta) - \nu)}
\leq \mathbb{P}_{S,W} \left( \exists j \in [l_m], \{\Delta_i\}_{i=1}^m \in \mathbb{R} : \forall i, \text{gen}(S_i, \hat{w}_{j,i}) \geq \Delta - \Delta_i, \sum_{i=1}^m \Delta_i \leq m\epsilon \right) + e^{-m(\log(1/\delta) - \nu)}
\leq \mathbb{P}_{S,W} \left( \exists j \in [l_m], \{\Delta_i\}_{i=1}^m \in \mathbb{R} : \sum_{i=1}^m \text{gen}(S_i, \hat{w}_{j,i}) \geq \sum_{i=1}^m (\Delta - \Delta_i), \sum_{i=1}^m \Delta_i \leq m\epsilon \right) + e^{-m(\log(1/\delta) - \nu)}
\leq \sum_{j \in [l_m]} \mathbb{P}_{S,W} \left( \sum_{i=1}^m \text{gen}(S_i, \hat{w}_{j,i}) \geq m(\Delta - \epsilon) \right) + e^{-m(\log(1/\delta) - \nu)}
\leq \sum_{j \in [l_m]} e^{-m(\Delta - \epsilon)^2/(2\sigma^2)} + e^{-m(\log(1/\delta) - \nu)}
\leq e^m(R - n(\Delta - \epsilon)^2/(2\sigma^2)) + e^{-m(\log(1/\delta) - \nu)}
\leq 2e^{-m(\log(1/\delta) - \nu)}
$$

where (a) is derived using the Hoeffding’s inequality, (b) is derived since $l_m \leq e^{mR}$, and (c) is derived by choosing $\Delta$ as $\Delta := \sqrt{\frac{2\sigma^2(R + \log(1/\delta))}{n}} + \epsilon$. The proof completes by taking the $m$’th root of both sides, and since $\nu$ can be chosen arbitrarily small.

E.6. Proof of Theorem 10

Theorem 10 is stated in Section 3.3 for $U$ being a constant and in Appendix D.2 has been extended to take into account the stochasticity of the algorithm. In the following, we first state the proof for finite sets and for the $U$ being a constant using Theorem 9. The result can be extended to the case of arbitrary $U$ that satisfies the conditions of the theorem, and to infinite sets, with some further assumptions on $(S, W)$, using the quantization technique used in the proof of (El Gamal and Kim, 2011, Theorem 3.6) and by applying (Iriyama, 2005, Theorem 1) and its adaptation for the memoryless sources in (Bakshi and Bansal, 2005, Theorem 3). However, for the general case, we state an alternative proof that applies the Donsker–Varadhan’s variational representation of the KL divergence.
E.6.1. First Proof

Proof Suppose that $S \times W$ is a finite set and $U$ is a constant. We start by showing that for every $\epsilon \in \mathbb{R}$ and any $\nu_1, \nu_2 > 0$, the algorithm $A(S)$ is $(R(\delta, \epsilon) + \nu_1, \epsilon + \nu_2, \delta; \{\varphi_m\}_m)$-exponentially compressible. Our proof is similar to (Marton, 1974, Theorem 1).

Let $Q_m$ be an arbitrary type of $S^m \times W^m$. For the definition of the type, refer to the beginning of the appendices. Define

$$Q_m(\delta) := \{Q_m : D_{KL}(Q_m \| P_{S,W}) \leq \log(1/\delta)\}. \quad (58)$$

Note that,

$$P_{(S,W)^m}(T(S^m, W^m) \notin Q_m(\delta)) = \sum_{Q_m \notin Q(\delta)}^{(a)} P_{(S,W)^m}(T(S^m, W^m) = Q'_m) \leq e^{-mD_{KL}(Q'_m \| P_{S,W})}$$

$$\leq m |S| \times |W| e^m \log(\delta)$$

$$= e^m(\log(\delta) + |S| \times |W| \log(m)/m)$$

$$= (\delta + \varepsilon_m)^m, \quad (59)$$

where $\lim_{m \to \infty} \varepsilon_m = 0$, the step (a) is due to (Cover and Thomas, 2006, Theorem 11.1.4), and the step (b) is deduced since number of types can be bounded by $m |S| \times |W|$.

First, we state a variant of type covering lemma (Berger, 1975, Section 6.1.2, Lemma 1) (appeared also in (Csiszár and Körner, 2011, Lemma 9.1)), proved in Appendix E.18:

Lemma 28 For any $\nu > 0$ and any type $Q_m$, there exists a hypothesis book $\mathcal{H}_{Q_m} = \{\hat{w}_{Q_m,j}, j \in [l_{Q_m}]\} \subseteq \mathcal{V}_m$, such that $l_{Q_m} \leq e^{mR_{Q_m}}$, where

$$R_{Q_m} = R_D^*(\epsilon; Q_m) + \varepsilon_{Q_m}, \quad (60)$$

and $\lim_{m \to \infty} \varepsilon_{Q_m} = 0$, and such that for $m \geq m_{\nu, Q_m}$,

$$P_{(S,W)^m}(T(S^m, W^m) = Q_m, \min_{j \in [l_{Q_m}]} \varphi_m(W^m, \hat{w}_{Q_m,j}; S^m) \geq \epsilon + \nu) = 0. \quad (61)$$

Let $m \geq m_{\nu}$, where $m_{\nu}$ is sufficiently large such that the above lemma holds for all types. Letting $H := \bigcup_{Q_m \in Q_m(\delta)} \mathcal{H}_{Q_m}$, we have

$$l_m \leq \sum_{Q_m \in Q_m(\delta)} l_{Q_m} \leq m |S| \times |W| e^{m \max_{Q_m \in Q_m(\delta)} \{R_D^*(\epsilon; Q_m) + \varepsilon_{Q_m}\}}$$

$$= e^{m \max_{Q_m \in Q_m(\delta)} \{R_D^*(\epsilon; Q_m) + \varepsilon_m\}}, \quad (62)$$
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where \( \lim_{m \to \infty} \varepsilon'_m = 0 \). Moreover,

\[
\mathbb{P}_{(S,W)^m}(E_m(H_m, \varepsilon + \nu; \varphi_m)) \\
\leq \mathbb{P}_{(S,W)^m}((S^m, W^m) \notin Q_m) \\
\quad + \mathbb{P}_{(S,W)^m} \left( (S^m, W^m) \in Q_m, \min_{Q_m \in Q_m} \min_{j \in [Q_m]} \varphi_m(W^m, \hat{W}_{Q_m,j}; S^m) \geq \varepsilon + \nu \right) \\
\overset{(a)}{\leq} (\delta + \varepsilon)^m.
\]

where the last steps is derived using Lemma 28 and relation (59).

Hence,

\[
\lim_{m \to \infty} - \frac{1}{m} \log(\mathbb{P}_{(S,W)^m}(E_m(H_m, \varepsilon + \nu; \varphi_m))) \leq \log(1/\delta).
\] (63)

The relations (62) and (63) show that for every \( \varepsilon \in \mathbb{R} \) and any \( \nu_1, \nu_2 > 0 \), the algorithm \( A(S) \) is \( (R(\delta, \varepsilon) + \nu_1, \varepsilon + \nu_2, \delta; \{\varphi_m\}_m) \)-exponentially compressible. Using Theorem 9 completes the proof.

E.6.2. SECOND PROOF

Proof In this proof, since we use Theorem 12, we denote \( P_{U,S,W} \) by \( \mu_{U,S,W} \), to be compatible with the notations of Theorem 12. Note that \( \mu_{U,S,W} = \mu_S \mu_U \mu_W | S,U \) where \( U \) is an independent noise in the algorithm and \( W \) is the output hypothesis of the algorithm.

Let \( X = \text{gen}(W, S) \). This defines \( \mu_{S,U,W,X} \). Writing Theorem 12 with the choice of \( Y = (S, U, W) \), we get that

\[
\log \mathbb{P}_{X \sim \mu_X}(X \geq \Delta) \leq \max \left[ \log(\delta), \sup_{\nu_{S,U,W,X} \in G} \inf_{p_X|S,U,W \in Q(\nu)} \left\{ D_{KL}(p_X|S,U,W \nu_{S,U,W} \| q_X|S,U,W \nu_{S,U,W}) \right. \right.
\]

\[
\left. \left. - \lambda(\Delta - \varepsilon) + \log \mathbb{E}_{\nu_{S,U,W} q_X|S,U,W}[e^{\lambda \hat{X}}] \right\} \right] 
\]

where \( G \) is the following set of distributions:

\[
G = \{ \nu_{X,S,U,W} : D_{KL}(\nu_{X,S,U,W} \| \mu_{X,S,U,W}) \leq \log(1/\delta) \},
\]

and \( Q(\nu) \) is the set of conditional distributions \( p_X|S,U,W \) such that under \( p_X|S,U,W \nu_{S,U,W} \) we have:

\[
\inf_{x \in \text{supp}(\nu_X)} x - \mathbb{E}[\hat{X}] \leq \varepsilon.
\]

Since \( X = \text{gen}(W, S) \) under \( \mu_{X,U,W,S} \), and \( D_{KL}(\nu_{X,S,U,W} \| \mu_{X,S,U,W}) < \infty \), we obtain that \( X = \text{gen}(W, S) \) under \( \nu_{X,U,W,S} \) too. Therefore, the supremum is over distribution \( \nu \) of the form \( \nu_{X,U,W,S} = \nu_{U,W,S} \mu_{X|U,W,S} \). This implies that

\[
D_{KL}(\nu_{X,S,U,W} \| \mu_{X,S,U,W}) = D_{KL}(\nu_{S,U,W} \| \mu_{S,U,W})
\]
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and
\[
\inf_{x \in \text{supp}(\nu X)} x = \inf_{(s', w') \in \text{supp}(\nu_{S, W})} \left[ \text{gen}(s', w') \right].
\]

Now, take some arbitrary \( \nu_{S, U, W} \), and also take some arbitrary \( p_{\hat{W}_1|U, S, W} \) satisfying
\[
p_{\hat{W}_1|U, S, W} = p_{\hat{W}_1|U, S}
\]
where \( \hat{W}_1 \in \mathcal{W} \) belongs to the hypothesis space and
\[
\inf_{(s', w') \in \text{supp}(\nu_{S, W})} \left[ \text{gen}(s', w') \right] - \mathbb{E}_{\nu_{U, S, W}} \left[ \text{gen}(\hat{W}_1, S) \right] \leq \epsilon.
\]
Let \( \hat{X}_1 = \text{gen}(\hat{W}_1, S) \). Then, \( p_{\hat{X}_1|S, U, W} \in \mathcal{Q}(\nu) \).

Next, we define \( \hat{W}_2 \) to have a joint distribution of the form \( p_{\hat{W}_2|U, \nu_{S, U, W}}X \) such that the marginal joint distribution of \( (\hat{W}_2, U) \) is the same as \( (\hat{W}_1, U) \) under \( p_{\hat{W}_1|U, S, U, W} \). Note that \( p_{\hat{W}_2|U, S} = p_{\hat{W}_2|U} \) is assumed here by the fact that \( \hat{W}_2 \) has a joint distribution of the form \( p_{\hat{W}_2|U, \nu_{S, U, W}}X \).

Let \( \hat{X}_2 = \text{gen}(\hat{W}_2, S) \). Take \( q_{\hat{X}_2|S, U, W} \) to be the conditional distribution of \( \hat{X}_1 \) given \( S, U, W \). We evaluate the above bound with \( q_{\hat{X}_2|S, U, W} \) and \( p_{\hat{X}_1|S, U, W} \). Then,
\[
D_{KL}(p_{\hat{X}_2|S, U, W} \nu_{S, U, W} p_{\hat{X}_1|S, U, W}) \leq D_{KL}(p_{\hat{W}_1|S, U, W} \nu_{S, U, W} p_{\hat{W}_1|U, \nu_{S, U, W}})
\]
\[
= D_{KL}(p_{\hat{W}_1|S, U, W} \nu_{S, U, W} p_{\hat{W}_1|U, \nu_{S, U, W}})
\]
\[
= D_{KL}(p_{\hat{W}_1|S, U, W} \nu_{S, U} p_{\hat{W}_1|U, \nu_{S, U}})
\]
\[
= I_{p_{\hat{W}_1|S, U, W} \nu_{S, U}}(\hat{W}_1; S | U).
\]

Finally, under \( \mu_{U, S, W} q_{\hat{X}_2|S, U, W} \) we have that \( S = (Z_1, \ldots, Z_n) \) is an i.i.d. sequence according to \( \mu_Z \). Moreover, in \( \mu_{U, S} \) we have that \( U \) is independent of \( S \). Furthermore, in \( q_{\hat{X}_2|S} \), we have \( p_{\hat{W}_2|U, S} = p_{\hat{W}_2|U} \), which together with independence of \( U \) and \( S \) implies that \( \hat{W}_2 \) is independent of \( S \). Therefore, \( \text{gen}(\hat{W}_2, S) \) is the sum of \( n \) i.i.d. variables, and since \( \ell(Z, \hat{w}) \) is \( \sigma \)-subgaussian, hence \( \text{gen}(\hat{W}_2, S) \) is \( \sigma/\sqrt{n} \)-subgaussian. Therefore, we can compute its moment generating function. Thus, \( \log \mathbb{E}\left[e^{\lambda X}\right] \leq \lambda^2 \sigma^2 / 2n \) and letting \( \lambda := n(\Delta - \epsilon) / \sigma^2 \) yields
\[
D_{KL}(p_{\hat{X}|S, U} \nu_{S, U} p_{\hat{X}|S, U}) - \lambda(\Delta - \epsilon) + \log \mathbb{E}_{\nu_{S, U}}[e^{\lambda X}] 
\]
\[
\leq I_{p_{\hat{W}_1|S, U} \nu_{S, U}}(\hat{W}_1; S | U) - \frac{n(\Delta - \epsilon)^2}{2\sigma^2}.
\]
Hence, denoting \( G_{S, U, W} = \{ \nu_{S, U, W} : D_{KL}(\nu_{S, U, W} \| \mu_{S, U, W}) \leq \log(1/\delta) \} \), and by definition (14), we have
\[
\log P_{X \sim \mu_X}(X \geq \Delta) \leq \max \left\{ \log(\delta), \sup_{\nu_{S, U, W} \in G_{S, U, W}} \left\{ \mathcal{R}\mathcal{D}^*(\epsilon; Q) - \frac{n(\Delta - \epsilon)^2}{2\sigma^2} \right\} \right\}.
\]
(65)
Therefore, from the Donsker-Varadhan’s identity we obtain the inequality

\[
\Delta = \sup_{\nu_S,U,W \in \mathcal{G}_{S,U,W}} \sqrt{\frac{2\sigma^2(\mathfrak{N}\mathfrak{D}^*(\epsilon;Q) + \log(1/\delta))}{n}} + \epsilon,
\]

completes the proof.

\[\text{E.7. Proof of Theorem 12}\]

We first claim that

\[
\log \mathbb{P}_{X \sim \mu_X}(X \geq \Delta) \leq \inf_{\nu_{Y \mid X} \leq \mu_{Y \mid X}} \inf_{p_X \mid Y \in \mathcal{Q}(\nu)} \left\{ -D_{KL}(\nu_{Y \mid X} \parallel \mu_{Y \mid X}) - \lambda \left( (\Delta - \epsilon) - \int \hat{d}(p_{\hat{X} \mid Y}, \nu_{Y \mid X}) \right) \right\}.
\]

This follows from Lemma 24 because if we look at \(\nu_{Y \mid X}\)’s of the form \(\nu_{Y \mid X} = \nu_X \mu_{Y \mid X}\), we have

\[
D_{KL}(\nu_{Y \mid X} \parallel \mu_{Y \mid X}) = D_{KL}(\nu_X \parallel \mu_X).
\]

Moreover, the term \(\int \hat{d}(p_{\hat{X} \mid Y}, \nu_{Y \mid X})\) depends only on the marginal distribution on \(\hat{X}\) under \(p_{\hat{X} \mid Y, \nu_{Y \mid X}}\).

Next, given \(p_{\hat{X} \mid Y}\), let \(p_{\hat{X}, Y} = p_{\hat{X} \mid Y} \nu_{Y}\). For every \(Y = y\), consider the conditional distribution \(p_{\hat{X} \mid Y = y}\) induced by this joint distribution. Lemma 23 yields

\[
\inf_{q_{\hat{X} \mid Y}} \left[ D_{KL}(p_{\hat{X} \mid Y = y} \parallel q_{\hat{X}}) + \log \mathbb{E}_q[e^{\lambda \hat{X}}] \right] = \lambda \mathbb{E}_p[\hat{X} \mid Y = y],
\]

By averaging this over \(y\) using the distribution \(\nu_Y\), we obtain

\[
\inf_{q_{\hat{X} \mid Y}} \left[ D_{KL}(p_{\hat{X} \mid Y} \parallel q_{\hat{X} \mid Y}) + \mathbb{E}_{\nu_Y} \log \mathbb{E}_q[e^{\lambda \hat{X}} \mid Y] \right] = \lambda \int \hat{d}(p_{\hat{X} \mid Y} \nu_Y).
\]

This equality along with (66) yield

\[
\log \mathbb{P}_{X \sim \mu_X}(X \geq \Delta) \leq \sup_{\nu_{Y \mid X} \leq \mu_{Y \mid X}} \inf_{p_X \mid Y \in \mathcal{Q}(\nu)} \inf_{q_{\hat{X} \mid Y}, \lambda > 0} \left\{ -D_{KL}(\nu_{Y \mid X} \parallel \mu_{Y \mid X}) - \left( \lambda(\Delta - \epsilon) - D_{KL}(p_{\hat{X} \mid Y} \nu_Y \parallel q_{\hat{X} \mid Y}, \nu_Y) - \mathbb{E}_{\nu_Y} \log \mathbb{E}_q[e^{\lambda \hat{X}} \mid Y] \right) \right\}.
\]

From the Donsker-Varadhan’s identity we obtain the inequality

\[
\mathbb{E}_{\nu_Y} \log \mathbb{E}_q[e^{\lambda \hat{X}} \mid Y] \leq D_{KL}(\nu_X \parallel \mu_Y) + \log \mathbb{E}_{\nu_Y} \mathbb{E}_q[e^{\lambda \hat{X}} \mid Y] = D_{KL}(\nu_Y \parallel \mu_Y) + \log \mathbb{E}_{\nu_Y q_{\hat{X} \mid Y}} \mathbb{E}[e^{\lambda \hat{X}}].
\]

Therefore,

\[
\log \mathbb{P}_{X \sim \mu_X}(X \geq \Delta) \leq \sup_{\nu_{Y \mid X} \leq \mu_{Y \mid X}} \inf_{p_X \mid Y \in \mathcal{Q}(\nu), q_{\hat{X} \mid Y}, \lambda > 0} \left\{ -D_{KL}(\nu_{Y \mid X} \parallel \mu_{Y \mid X}) - \left( \lambda(\Delta - \epsilon) - D_{KL}(p_{\hat{X} \mid Y} \nu_Y \parallel q_{\hat{X} \mid Y}, \nu_Y) - D_{KL}(\nu_Y \parallel \mu_Y) - \log \mathbb{E}_{\nu_Y q_{\hat{X} \mid Y}} \mathbb{E}[e^{\lambda \hat{X}}] \right) \right\}.
\]

The desired inequality follows from here since \(D_{KL}(\nu_{Y \mid X} \parallel \mu_{Y \mid X}) \geq D_{KL}(\nu_Y \parallel \mu_Y)\).
E.8. Proof of Theorem 14

Proof Let $X^m = (X_1, \ldots, X_m)$. We can write

$$
P(X \geq \Delta)^m \\
= \mathbb{P}\left(\min_{i \in [m]} X_i \geq \Delta\right) \\
\leq \mathbb{P}\left(\min_{i \in [m]} X_i \geq \Delta, \min_{j \in [k]} \rho(X^m, \hat{X}^m(j)) \leq \epsilon\right) + \mathbb{P}\left(\min_{j \in [k]} \rho(X^m, \hat{X}^m(j)) > \epsilon\right) \\
= \mathbb{P}\left(\exists j \in [k] : \min_{i \in [m]} X_i \geq \Delta, \rho(X^m, \hat{X}^m(j)) \leq \epsilon\right) + \mathbb{P}\left(\min_{j \in [k]} \rho(X^m, \hat{X}^m(j)) > \epsilon\right) \\
= \mathbb{P}\left(\exists j \in [k] : \rho(X^m, \hat{X}^m(j)) + \frac{1}{m} \sum_{i=1}^{m} \hat{X}_i(j) \geq \Delta, \rho(X^m, \hat{X}^m(j)) \leq \epsilon\right) \\
\quad + \mathbb{P}\left(\min_{j \in [k]} \rho(X^m, \hat{X}^m(j)) > \epsilon\right) \\
\leq \mathbb{P}\left(\exists j \in [k] : \frac{1}{m} \sum_{i=1}^{m} \hat{X}_i(j) \geq \Delta - \epsilon\right) + \mathbb{P}\left(\min_{j \in [k]} \rho(X^m, \hat{X}^m(j)) > \epsilon\right) \\
\leq \sum_{j=1}^{k} \mathbb{P}\left(\frac{1}{m} \sum_{i=1}^{m} \hat{X}_i(j) \geq \Delta - \epsilon\right) + \mathbb{P}\left(\min_{j \in [k]} \rho(X^m, \hat{X}^m(j)) > \epsilon\right),
$$

where (69) follows from the definition of $\rho$ (Definition 13).

E.9. Proof of Theorem 16

Proof First, note that as established in (Steinke and Zakynthinou, 2020, Proof of Theorem 5.1),

$$
\mathbb{E}[\text{gen}(S, W)] = \mathbb{E}_3 \mathbb{E}_{K, W | 3}[f(3, K, W)].
$$

The rest of the proof is similar to the proof of Theorem 2, by considering the term $f(3, K, W)$, instead of $\text{gen}(S, W)$, and by noting that conditioned on $3 = 3$ and $W = w$, for every $j \in [n]$, $(-1)^{K_j}(\ell(3_{j,1}, w) - \ell(3_{j,2}, w))$ is a bounded process in the range $[-1, 1]$, with average zero, that takes values among $\ell(3_{j,1}, w) - \ell(3_{j,2}, w)$ and $-(-\ell(3_{j,1}, w) - \ell(3_{j,2}, w))$, uniformly. Hence, $f(3, K, w)$ is $1/\sqrt{n}$-subgaussian. We show the proof for part i. The other parts follow similarly.

Let $\hat{w}(3, k^m, w^m) := \hat{w}_j(3)$ where $j = \arg\min_{j \in [m]} (w^m, \hat{w}_j(3); 3, k^m)$. We denote it simply by $\hat{w} = (\hat{w}_1, \ldots, \hat{w}_m)$. Then, we have

$$
\mathbb{E}_{(K, W | 3)}[f(3, K, W)] \\
\leq \frac{1}{m} \mathbb{E}_{(K, W | 3)^{\otimes m}} \left[ \sum_{i=1}^{m} f(3, K_i, W_i) \right] \\
\leq \frac{1}{m} \mathbb{E}_{(K, W | 3)^{\otimes m}} \left[ \sum_{i=1}^{m} f(3, K_i, W_i) - f(3, K_i, \hat{W}_i) \right] + \frac{1}{m} \mathbb{E}_{(K, W | 3)^{\otimes m}} \left[ \sum_{i=1}^{m} f(3, K_i, \hat{W}_i) \right] \\
\leq \frac{1}{m} \mathbb{E}_{(K, W | 3)^{\otimes m}} \left[ \sum_{i=1}^{m} f(3, K_i, \hat{W}_i) \right] + \frac{1}{m} \mathbb{E}_{(K, W | 3)^{\otimes m}} \left[ \sum_{i=1}^{m} f(3, K_i, \hat{W}_i) \right].
$$
Using Theorem 17 completes the proof.

It remains to upper bound the second term by
\[ \frac{1}{m} \mathbb{E}_{\mathbf{K} \in R^n} \left[ \max_{j \in [m(\bar{z})]} \sum_{i=1}^{m} f(\bar{z}, \mathbf{K}_i, \hat{w}_{j,i}) \right] + \epsilon(\bar{z}) + \epsilon_m. \]

Taking the limit for \( m \to \infty \) completes the proof.

---

**E.10. Proof of Corollary 18**

**Proof** Let \( U \) be the stochasticity of the algorithm (e.g. the randomness in choosing the training data for each batch in the SGD algorithm) in a sense that for a given dataset \( s = (z_1, \ldots, z_n) \) and based on the sequence of values \( \{(\ell(z_1, w), \ldots, \ell(z_n, w))\}_{w \in W} \), the algorithm chooses a fixed hypothesis \( w \) conditioned on \( U = u \).

If an algorithm has the VC-dimension \( d \) and for a fixed \( \mathcal{Z} = \mathcal{Z} \), the set of possible pairs \( \{(\ell(z_1, w), \ldots, \ell(z_n, w))\}_w \), where \( z_i = \mathcal{Z}_i \) for some \( \mathcal{Z} \in \{1, 2\}^n \), is bounded by the set of possible \( \{(\ell(z_1,1, w), \ell(z_1,2, w), \ldots, \ell(z_n,1, w), \ell(z_n,2, w))\}_w \), and the latter is bounded by \((2en/d)^d\) due to Sauer-Shelah lemma Sauer (1972); Shelah (1972). Hence, \( I(\mathbf{K}, W|\bar{z}, u) \leq d \log(2en/d) \).

Using Theorem 17 completes the proof.

---

**E.11. Proof of Theorem 19**

**Proof** Let \( \Delta_1 := \sqrt{\log(2d)/n} \), \( \Delta_2 := \sup \sqrt{2(R(\bar{z}) + \log(2d))/n + \epsilon(\bar{z})} \), and let \( \bar{S} \sim \mu^{\otimes n} \) be independent of \( (S, W) \). Then,

\[
\mathbb{P}(\text{gen}(S, W) \geq \Delta_1 + \Delta_2) = \mathbb{P}\left( \mathbb{E}_{\bar{S}} \left[ \hat{L}(\bar{S}, W) \right] - \hat{L}(\bar{S}, \bar{W}) + \hat{L}(\bar{S}, W) - \hat{L}(\bar{S}, W) \geq \Delta_1 + \Delta_2 \right)
\leq \mathbb{P}\left( \mathbb{E}_{\bar{S}} \left[ \hat{L}(\bar{S}, W) \right] - \hat{L}(\bar{S}, W) \geq \Delta_1 \right) + \mathbb{P}\left( \hat{L}(\bar{S}, W) - \hat{L}(\bar{S}, W) \geq \Delta_2 \right)
\leq \delta/2 + \mathbb{P}\left( \hat{L}(\bar{S}, W) - \hat{L}(\bar{S}, W) \geq \Delta_2 \right).
\]

It remains to bound the second term by \( \delta/2 \). Denote \( \mathcal{Z} \in \mathcal{Z}^{2 \times n} \) as concatenation of \( S \) and \( \bar{S} \), such that for some \( \mathbf{K} \in \{1, 2\}^n \), \( Z_i = \mathcal{Z}_i, K_i \) and \( Z_i = \mathcal{Z}_i, K_i \). As before, we denote \( S = \mathcal{Z}_{\mathbf{K}} \) and \( \bar{S} = \mathcal{Z}_{\bar{K}} \). The joint distribution of \( \mathcal{Z}, \mathbf{K}, W \) is \( P_3P_KP_W|\mathcal{Z}_{\mathbf{K}} \), where \( P_3 = \mu^{\otimes 2n} \) and \( P_K \) is uniform over \( \{1, 2\}^n \). Now,

\[
\mathbb{P}\left( \hat{L}(\bar{S}, W) - \hat{L}(\bar{S}, W) \geq \Delta_2 \right) = \mathbb{P}\left( \hat{L}(\bar{Z}_{\mathbf{K}}, W) - \hat{L}(\bar{Z}_{\mathbf{K}}, W) \geq \Delta_2 \right)
\leq \max_{\mathcal{Z}} \mathbb{P}(f(\mathcal{Z}, \mathbf{K}, W) \geq \Delta_2).
\]

The rest of proof is to bound \( \mathbb{P}_{\mathbf{K}, W|\bar{z}}(f(\mathcal{Z}, \mathbf{K}, W) \geq \Delta_2) \) for a fixed \( \mathcal{Z} \). Similar to the proof of Theorem 9, for any \( \nu \in (0, \log(2d)) \) sufficiently small, choose \( m_0 \) such that for \( m \geq m_0, \)
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\[
\lim_{m \to \infty} \left[ -\frac{1}{m} \log \left( \mathbb{P}(f, W) \leq \Delta_2 \right) \right] \geq \log(2/\delta) - \nu.
\]

For ease of notations, let \( \mathcal{E}_m \) be the event that \( \min_{j \in [l_m(\hat{z})]} \varphi_m(W^m, \hat{\omega}_j(\hat{z}); \hat{\mathbf{K}}_m) > \epsilon(\hat{z}) \). Then,

\[
\mathbb{P}_{K,W}(f(\hat{z}, K, W) \geq \Delta_2) = \mathbb{P}_{K,W}(\forall i, f(\hat{z}, K_i, W_i) \geq \Delta_2) \\
\leq \mathbb{P}_{K,W}(\forall i, f(\hat{z}, K_i, W_i) \geq \Delta_2, \mathcal{E}_m) + \mathbb{P}_{K,W}(\mathcal{E}_m^c) + e^{-m(\log(2/\delta) - \nu)} \\
\leq \mathbb{P}_{K,W}(\exists m : \forall i, f(\hat{z}, K_i, w_i) \geq \Delta_2, \mathcal{E}_m^c) + e^{-m(\log(2/\delta) - \nu)} \\
\leq \mathbb{P}_{K}(\exists j \in [l_m(\hat{z})], \{ \Delta_i \}_{i=1}^m \in \mathcal{R} : \forall i, f(\hat{z}, K_i, \hat{w}_{j,i}) \geq \Delta_2 - \Delta_i, \sum_{i=1}^m \Delta_i \leq m\epsilon(\hat{z}) \right) + e^{-m(\log(2/\delta) - \nu)} \\
\leq \sum_{j \in [l_m(\hat{z})]} \mathbb{P}_{K}(\sum_{i=1}^m f(\hat{z}, K_i, \hat{w}_{j,i}) \geq m(\Delta_2 - \epsilon(\hat{z})) \right) + e^{-m(\log(2/\delta) - \nu)} \\
\leq \sum_{j \in [l_m(\hat{z})]} e^{-mn(\Delta_2 - \epsilon(\hat{z}))^2/2} + e^{-m(\log(2/\delta) - \nu)} \\
\leq e^{-m(R(\hat{z}) - n(\Delta_2 - \epsilon(\hat{z}))^2/2)} + e^{-m(\log(2/\delta) - \nu)} \\
\leq 2e^{-m(\log(2/\delta) - \nu)},
\]

where (a) is derived using the Hoeffding’s inequality, (b) is derived since \( l_m(\hat{z}) \leq e^{mR(\hat{z})} \), and (c) is derived since \( \Delta_2 \geq \sqrt{2(R(\hat{z}) + \log(2/\delta))/n} + \epsilon(\hat{z}) \). The proof completes by taking the \( m' \)th root of both sides, and since \( \nu \) can be chosen arbitrarily small.

\[\boxed{}\]

### E.12. Proof of Theorem 20

**Proof** First, similar to the proof of Theorem 19, we have

\[
\mathbb{P}(\text{gen}(S, W) \geq \Delta_1 + \Delta_2) \leq \delta/2 + \max_{\hat{z}} \mathbb{P}(f(\hat{z}, K, W) \geq \Delta_2).
\]

where \( \Delta_1 := \sqrt{\log(2/\delta)/n} \), \( \Delta_2 := \sup_{\hat{z}} \sqrt{2(R(\hat{z}, \delta, \epsilon) + \log(2/\delta))/n} + \epsilon(\hat{z}) \), and \( R(\hat{z}, \delta, \epsilon) \) is defined in the theorem. The rest of the proof is to upper bound \( \mathbb{P}_{K,W}(f(\hat{z}, K, W) \geq \Delta_2) \) by \( \delta/2 \) for a fixed \( \hat{z} \), which follows similarly as the proof of Theorem 10, by considering \( f(\hat{z}, K, W) \) instead of \( \text{gen}(S, W) \).\[\boxed{}\]
E.13. Proof of Corollary 22
Proof For any \( z \) and under any \( Q \) such that \( D_{\text{KL}}(Q \| P_{K,W,U|z}) \leq \log(2/\delta) < \infty \), we have \( I(K,W|u) \leq d \log(2en/d) \). Since, for any fixed \( U \), similar to the proof of Corollary 18, the set of possible \( W \) under \( P_{K,W,U|z} \) is bounded by \((2en/d)^d\), and consequently under \( Q \) as well. Using Theorem 20 completes the proof.

E.14. Proof of Lemma 23
Proof The Donsker-Varadhan’s identity states that
\[
D_{\text{KL}}(\nu \| \mu) = \sup_{\Phi} \left\{ \mathbb{E}_\nu [\Phi(X)] - \log \mathbb{E}_\mu [e^{\Phi(X)}] \right\}.
\]
The choice of \( \Phi(\hat{x}) = \lambda \hat{x} \) implies the following inequality for any distributions \( \nu \) and \( \mu \):
\[
D_{\text{KL}}(\nu \| \mu) \geq \lambda \mathbb{E}_\nu [X] - \log \mathbb{E}_\mu [e^{\lambda X}].
\]
Therefore,
\[
\inf_{\mu} \left[ D_{\text{KL}}(\nu \| \mu) + \log \mathbb{E}_\mu [e^{\lambda X}] \right] \geq \lambda \mathbb{E}_\nu [X].
\]
On the other hand, if \( \frac{d\mu}{d\nu} \) is proportional to \( e^{-\lambda x} \), one can directly verify that
\[
D_{\text{KL}}(\nu \| \mu) + \log \mathbb{E}_\mu [e^{\lambda X}] = \lambda \mathbb{E}_\nu [X].
\]
Thus, the desired inequality is established.

E.15. Proof of Lemma 24
We state two proofs for this lemma.

E.15.1. FIRST PROOF
Proof We simplify the right hand side and reduce it to the left hand side. For any \( \nu_X \), if there exists a distribution \( p_{\hat{X}} \in \mathcal{P}(\nu_X) \) such that \((\Delta - \epsilon) > \mathbb{E}_p[\hat{X}]\), then one can set \( \lambda = \infty \). Otherwise, it is optimal to set \( \lambda = 0 \). Let \( \mathcal{A} \) denote the set of distributions \( \nu_X \) such that for any \( p_{\hat{X}} \in \mathcal{P}(\nu_X) \) we have \((\Delta - \epsilon) \leq \mathbb{E}_p[\hat{X}]\). Then, the desired equality is equivalent with
\[
\log \mathbb{P}_{X \sim \nu_X}(X \geq \Delta) = \sup_{\nu_X \in \mathcal{A}} -D_{\text{KL}}(\nu_X \| \mu_X).
\]
Remember that \( \mathcal{P}(\nu_X) \) denotes the set of distributions \( p_{\hat{X}} \) on \( \mathbb{R} \) for which
\[
\left[ \inf_{x \in \text{supp}(\nu_X)} x \right] - \mathbb{E}[\hat{X}] \leq \epsilon.
\]
Thus, \( \mathcal{A} \) is the set of distributions \( \nu_X \) such that \( \Delta \leq \inf_{x \in \text{supp}(\nu_X)} x \), or equivalently, \( \text{supp}(\nu_X) \subseteq [\Delta, \infty) \). The minimum of \( D_{\text{KL}}(\nu_X \| \mu_X) \) is then obtained by a distribution that is proportional with \( \mu_X \) on \([\Delta, \infty)\), and the minimum value of \( D_{\text{KL}}(\nu_X \| \mu_X) \) equals \(-\log \mathbb{P}_{X \sim \nu_X}(X \geq \Delta) \). This completes the proof.
E.15.2. Second Proof

Proof In this part, we give a second proof of Lemma 24 from Appendix C. Fix some natural number \( m \). The type of a given sequence in \( \mathcal{X}^m \) is defined as its empirical distribution. For every type \( \nu_X \) of the sequences in \( \mathcal{X}^m \) of length \( m \), pick an arbitrary type \( p_\nu(\hat{x}) \) on a set \( \mathcal{X} \) satisfying

\[
\left[ \min_{x : \nu(x) > 0} x \right] - \mathbb{E}_{p_\nu}[\hat{X}] \leq \epsilon. \tag{70}
\]

Let \( q_\nu(\hat{x}) \) be another distribution such that

\[
q_\nu(\hat{x}) = \frac{p_\nu(\hat{x}) e^{-\lambda \hat{x}}}{\mathbb{E}_{p_\nu} e^{-\lambda \hat{X}}}, \quad \forall \hat{x}.
\]

Equivalently,

\[
p_\nu(\hat{x}) = \frac{q_\nu(\hat{x}) e^{\lambda \hat{x}}}{\mathbb{E}_{q_\nu} e^{\lambda \hat{X}}}, \quad \forall \hat{x}.
\]

Then, one can directly verify that

\[
D_{KL}(p_\nu(\hat{x}) || q_\nu(\hat{x})) = \lambda \mathbb{E}_{p_\nu}[\hat{X}] - \log \mathbb{E}_{q_\nu}[e^{\lambda \hat{X}}]. \tag{71}
\]

Let \( X^m = (X_1, X_2, \ldots, X_m) \) be \( m \) i.i.d. repetitions from the distribution \( p_X \).

Take some \( \zeta > 0 \). Let \( k = \max \nu \ e^{m(\zeta + D_{KL}(p_\nu(\hat{x}) || q_\nu(\hat{x})))} \) where the maximum is over all possible types \( \nu \) (of sequences in \( \mathcal{X}^m \)). We now define \( \hat{X}^m(1), \ldots, \hat{X}^m(k) \) jointly distributed with \( X^m \). Given some \( x^m \), we define the conditional distribution of \( \hat{X}^m(1), \ldots, \hat{X}^m(k) \) given \( x^m \) as follows. Let \( \nu(x) \) be the empirical type of the sequence \( x^m \). For \( j \leq e^{m(\zeta + D_{KL}(p_\nu(\hat{x}) || q_\nu(\hat{x})))} \), generate the sequences \( \hat{X}^m(j) \) independently and i.i.d. from the distribution \( q_\nu(\hat{x}) \). For \( j > e^{m(\zeta + D_{KL}(p_\nu(\hat{x}) || q_\nu(\hat{x})))} \), the sequences \( \hat{X}^m(j) \) are all zero.

From Theorem 14 we get the following tail bound:

\[
\mathbb{P}(X \geq \Delta)^m \leq \mathbb{P} \left( \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \right) + \mathbb{P} \left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right). \tag{72}
\]

We have

\[
\mathbb{P} \left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right) = \sum_{x^m} p(x^m) \mathbb{P} \left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \mid X^m = x^m \right).
\]

Fix some \( X^m = x^m \) with a type \( \nu(x) \). Observe that if for some \( j \), the sequence \( \hat{X}^m(j) \) has type \( p_\nu(\hat{x}) \) then \( \rho(X^m, \hat{X}^m(j)) \leq \epsilon \). This follows from the definition of \( p_\nu \) in (70). Therefore, the probability \( \mathbb{P} \left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \mid X^m = x^m \right) \) is less than or equal to the probability that there is no \( j \) such that the sequence \( \hat{X}^m(j) \) has type \( p_\nu(\hat{x}) \).

We now compute the probability that there is some \( j \leq e^{m(\zeta + D_{KL}(p_\nu(\hat{x}) || q_\nu(\hat{x})))} \) such that the sequence \( \hat{X}^m(j) \) has type \( p_\nu(\hat{x}) \). The probability that each sequence has type \( p_\nu(\hat{x}) \) is greater than or equal to (Csiszár, 1995, Lemma 2.6)

\[
\alpha = (m + 1)^{-|\hat{X}|} e^{-mD_{KL}(p_\nu(\hat{x}) || q_\nu(\hat{x}))}.
\]
The probability that there is no \( j \leq e^{m(\zeta + D_{KL}(p_{\nu}(\hat{x}) \parallel q_{\nu}(\hat{x})))} \) such that the sequence \( \hat{X}^m(j) \) has type \( p(\hat{x}) \) equals
\[
(1 - \alpha) e^{m(\zeta + D_{KL}(p_{\nu}(\hat{x}) \parallel q_{\nu}(\hat{x})))} \leq \exp(-\alpha e^{m(\zeta + D_{KL}(p_{\nu}(\hat{x}) \parallel q_{\nu}(\hat{x})))}) = \exp(-(m + 1)^{-|\hat{x}|} e^{m\zeta})
\]
where we used the inequality \((1 - x)^m \leq \exp(-mx)\). Since this upper bound does not depend on our choice of \( x^m \), we get
\[
\mathbb{P}\left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right) \leq \exp(-(m + 1)^{-|\hat{x}|} e^{m\zeta}).
\]
Next, note that
\[
\mathbb{P}\left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right] = \sum_{x^m} p(x^m) \mathbb{P}\left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right].
\]
For every \( \epsilon < \Delta \), we can obtain an upper bound using the union bound as follows:
\[
\mathbb{P}\left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right] \leq \exp\left[ e^{m(\zeta + D_{KL}(p_{\nu}(\hat{x}) \parallel q_{\nu}(\hat{x})))} : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right]
\]
\[
\leq \sum_{j=1} \mathbb{P}\left[ \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right].
\]
Take some \( j \leq e^{m(\zeta + D_{KL}(p_{\nu}(\hat{x}) \parallel q_{\nu}(\hat{x})))} \). Chernoff’s bound implies that
\[
\mathbb{P}\left[ \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right] \leq \exp\left( -m\lambda(\Delta - \epsilon) \prod_{i=1}^m \mathbb{E}_{q_{\nu}}[\exp(\lambda \hat{X}_i(j)) \mid x^m] \right)
\]
\[
= \exp\left( -m\lambda(\Delta - \epsilon) + m \log \mathbb{E}_{q_{\nu}}[\exp(\lambda \hat{X})] \right).
\]
We obtain
\[
\mathbb{P}\left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right] \leq \exp\left( m(\zeta + D_{KL}(p_{\nu}(\hat{x}) \parallel q_{\nu}(\hat{x}))) - m\lambda(\Delta - \epsilon) + m \log \mathbb{E}_{q_{\nu}}[\exp(\lambda \hat{X})] \right)
\]
\[
= \exp\left[ m\zeta - m\lambda(\Delta - \epsilon) + m\lambda \mathbb{E}_{p_{\nu}}(\hat{X}) \right]
\]
where we used (71) in the last step. Another trivial upper bound is
\[
\mathbb{P}\left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right] \leq 1.
\]
Thus,
\[
\mathbb{P}\left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \mid x^m \right] \leq \exp\left\{ -m\left[ -\zeta + \lambda(\Delta - \epsilon) - \lambda \mathbb{E}_{p_{\nu}}(\hat{X}) \right] \right\}.
\]
The above bound depends only on the type $\nu$ and not on the exact sequence $x^m$. If we denote $\mathcal{T}_\nu$ the set of sequences $x^m$ with type $\nu$, we have (Csiszár, 1995, Lemma 2.6)

$$\sum_{x^m \in \mathcal{T}_\nu} p(x^m) \leq \exp(-m D_{KL}(\nu_X \| p_X)).$$

Thus,

$$\sum_{x^m \in \mathcal{T}_\nu} p(x^m) \mathbb{P} \left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \right]
\leq \exp \left\{ -m D_{KL}(\nu_X \| p_X) - m \left[ -\zeta + \lambda(\Delta - \epsilon) - \lambda \mathbb{E}_{p_\nu}(\hat{X}) \right]_+ \right\}.$$

Therefore,

$$\mathbb{P} \left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \right]
\leq \sum_\nu \exp \left\{ -m D_{KL}(\nu_X \| p_X) - m \left[ -\zeta + \lambda(\Delta - \epsilon) - \lambda \mathbb{E}_{p_\nu}(\hat{X}) \right]_+ \right\}
\leq (m + 1)^{|X|} \max_\nu \exp \left\{ -m D_{KL}(\nu_X \| p_X) - m \left[ -\zeta + \lambda(\Delta - \epsilon) - \lambda \mathbb{E}_{p_\nu}(\hat{X}) \right]_+ \right\}.$$

From (72) we get

$$\mathbb{P}(X \geq \Delta)^m \leq \mathbb{P} \left[ \exists j : \frac{1}{m} \sum_i \hat{X}_i(j) \geq \Delta - \epsilon \right] + \mathbb{P} \left( \forall j \in [k] : \rho(X^m, \hat{X}^m(j)) > \epsilon \right)
\leq (m + 1)^{|X|} \max_\nu \exp \left\{ -m D_{KL}(\nu_X \| p_X) - m \left[ -\zeta + \lambda(\Delta - \epsilon) - \lambda \mathbb{E}_{p_\nu}(\hat{X}) \right]_+ \right\}
+ \exp \left( -(m + 1)^{|X|} e^{m\epsilon} \right).$$

Raising both sides of the inequality to the power $1/m$ and letting $m$ tend to infinity yields

$$\mathbb{P}(X \geq \Delta) \leq \max_\nu \exp \left\{ -D_{KL}(\nu_X \| p_X) - \left[ -\zeta + \lambda(\Delta - \epsilon) - \lambda \mathbb{E}_{p_\nu}(\hat{X}) \right]_+ \right\}.$$

Letting $m$ tend to infinity, we obtain the above inequality for any arbitrary $p_\nu(\hat{x})$ in $\mathcal{P}(\nu_X)$. Letting $\zeta$ tend to zero yields the desired result.

E.16. Proof of Corollary 26

Proof
i. Let \( \hat{W} \) be uniformly distributed over the \( d \)-dimensional ball with radius \( \epsilon < R \) with center \( W \). Let \( V_d \) denote the volume of the unitary \( d \)-dimensional ball. Then,

\[
I(W; \hat{W}) = H(\hat{W}) - H(\hat{W}|W) \\
= H(\hat{W}) - \log(e^d V_d) \\
\leq \log((r_0 + \epsilon)^d V_d) - \log(e^d V_d) \\
= d \log((r_0 + \epsilon)/\epsilon) \\
\leq d \log(2r_0/\epsilon).
\]

Now, using Corollary 11, we derive with probability at least \( 1 - \delta \),

\[
\text{gen}(S, W) \leq \sqrt{\frac{2\sigma^2 (d \log(2r_0/\epsilon) + \log(1/\delta))}{n}} + 2\xi \epsilon.
\]

For \( n \geq 16 \), by letting \( \epsilon := 2r_0 \sqrt{d \log(n)/n} \) and \( \delta := e^{-d/2} \), we derive that for \( n \geq 16 \), with probability at least \( 1 - e^{-d/2} \),

\[
\text{gen}(S, W) \leq (4r_0 \xi + \sigma \sqrt{d}) \sqrt{\log(n)/n}.
\]

ii. The result follows from [Marton, 1974, Example 1] and Corollary 11.

iii. The result follows from [Bakshi and Bansal, 2005, Example 1] and Corollary 11.

iv. The result follows from [Ihara and Kubo, 2000, Theorem 2] and Corollary 11.

\[\square\]

**E.17. Proof of Lemma 27**

**Proof** Here we show the proof for \( d_m := \vartheta_m \). The proof is similar for \( |\vartheta_m| \) and \( \xi_m \). For simplicity, denote \( \mathcal{E}_m := \mathcal{E}_m(H_m, \epsilon; \vartheta_m) \).

\[
\mathbb{E}_{(S,W)^m} \left( \min_{j \in [m]} \vartheta_m(W^m, \hat{w}_j; S^m) \right) \\
= \mathbb{E}_{(S,W)^m} \left( \min_{j \in [m]} \vartheta_m(W^m, \hat{w}_j; S^m)|\mathcal{E}_m \right) \mathbb{P}_{(S,W)^m}(\mathcal{E}_m) \\
+ \mathbb{E}_{(S,W)^m} \left( \min_{j \in [m]} \vartheta_m(W^m, \hat{w}_j; S^m)|\mathcal{E}_m \right) \mathbb{P}_{(S,W)^m}(\mathcal{E}_m) \\
\leq \mathbb{E}_{(S,W)^m} \left( \min_{j \in [m]} \vartheta_m(W^m, \hat{w}_j; S^m)|\mathcal{E}_m \right) \mathbb{P}_{(S,W)^m}(\mathcal{E}_m) + \epsilon \\
\leq \mathbb{E}_{(S,W)^m} \left( \vartheta_m(W^m, \hat{w}_1; S^m)|\mathcal{E}_m \right) \mathbb{P}_{(S,W)^m}(\mathcal{E}_m) + \epsilon \\
\leq \frac{1}{m} \mathbb{E}_{(S,W)^m} \left( \sum_{i=1}^m \text{gen}(S_i, W_i) + \sum_{i=1}^m \text{gen}(S_i, \hat{w}_1,i) \right) \mathbb{P}_{(S,W)^m}(\mathcal{E}_m) + \epsilon \\
\leq \frac{1}{m} \mathbb{E}_{(S,W)^m} \left( \sum_{i=1}^m \text{gen}(S_i, W_i) \right) \mathbb{P}_{(S,W)^m}(\mathcal{E}_m) + \sqrt{2\sigma^2 \log(2)/(nm)} + \epsilon \\
\leq \epsilon_m + \epsilon,
\]
where \( \lim_{m \to \infty} \varepsilon_m = 0 \). (a) is due to a known maximal inequality for subgaussian random variable (Boucheron et al., 2013, Theorem 2.5) and (b) is derived due to the Lemma 29, stated in the following. Taking the limit for \( m \to \infty \) completes the proof.

To show step (b), we state the following lemma, shown within the proof of (Berger, 1975, Theorem 7.2.2). Here, for the sake of completeness, we state the adapted proof to our setup in Section E.19.

**Lemma 29** Assume that \( \mathbb{E}_X[|X|] < \infty \), where \( X \in \mathcal{X} \). Let \( \{A_m\}_{m \in \mathbb{N}} : A_m \subseteq \mathcal{X}^m \), be a sequence of sets such that \( \lim_{m \to \infty} \mathbb{P}_{X^m}(X^m \in A_m) = 0 \). Then,

\[
\lim_{m \to \infty} \frac{1}{m} \int_{A_m} \left( \sum_{i=1}^{m} |X_i| \right) d\mathbb{P}_{X^m} = 0.
\]  
(73)

\[\text{E.18. Proof of Lemma 28}\]

**Proof** Denote that the marginal type of \( Q_m \) with respect to \( S^m \) as \( Q_{s,m} \). Consider a random variable \( \hat{W} \), defined by the conditional distribution \( \mathbb{P}_{\hat{W}|S} \), such that \( \mathbb{E}_{\hat{W}} \mathbb{P}_{\hat{W}|S} \leq \varepsilon \), where the expectation is with respect to joint distribution \( Q_{S,\hat{W}} := Q_{s,m} \times \mathbb{P}_{\hat{W}|S} \).

Following the proof of (Csiszár and Körner, 2011, Lemma 9.1), we can find a set \( H_{Q_m,\hat{W}} = \{\hat{w}_{Q_m,j} : j \in [l_{Q_m,\hat{W}}]\} \in \hat{W}^m \), such that

\[ l_{Q_m,\hat{W}} \leq e^{m(I(S;\hat{W})+\varepsilon_m)}, \]

where the mutual information is with respect to the joint distribution \( Q_{S,\hat{W}} \), and such that for each \( S^m \) having the type \( Q_{s,m} \), there exists a \( j(S^m) \in [l_{Q_m,\hat{W}}] \), such that

\[ \| \hat{P}_{S^m,\hat{w}_{Q_m,j(S^m)}}(s, \hat{w}) - Q_{S,\hat{W}}(s, \hat{w}) \|_{TV} = \varepsilon''_m, \]  
(74)

where \( \varepsilon_m'' \) vanishes as \( m \to \infty \). Note that by Carathéodory’s theorem, we can assume that \( \hat{W} \) is a finite set as well and hence \( d_{Q_m}(\hat{w}; s) \) is always bounded. This yields for the picked \( j(S^m) \), satisfying the above equation, we have

\[
\sum_{i=1}^{m} d_{Q_m}(\hat{w}_{Q_m,j(S^m)}, S_i) \leq m(\varepsilon + \varepsilon_m),
\]  
(75)

where \( \varepsilon_m \) vanishes as \( m \to \infty \). Now,

\[
\mathbb{P}_{(S,W)^m}(T(S^m, W^m) = Q_m, \min_{j \in [l_{Q_m,\hat{W}}]} \varphi_m(W^m, \hat{w}_{Q_m,j}; S^m) \geq \varepsilon + \nu) = \mathbb{P}_{(S,W)^m}(T(S^m, W^m) = Q_m, \min_{j \in [l_{Q_m,\hat{W}}]} \sum_{k=1}^{m} \min_{i=1}^{m} \min_{k \in [m]} \mathbb{P}_{(S_k, W_k)}(S_k, W_k) - \varphi_m(S_i, \hat{w}_{Q_m,j}) \geq m(\varepsilon + \nu))
\]
\[ P_{(S,W)_{\mathbb{I}}}(T(S^m, W^m) = Q_m, \min_{i \in [l_{Q_m,\hat{W}}]} \min_{i=1}^m d_{Q_m}(\hat{w}_{Q_m, \hat{j}, i}; S_i) \geq m(\epsilon + \nu)) \]

where the last step holds for \( m \geq m_{v, Q_m} \), where \( m_{v, Q_m} \) is a sufficiently large integer.

The required set \( \mathcal{H}_{Q_m} \) would be equal to the \( \mathcal{H}_{Q_m, \hat{W}} \) having the minimum cardinality number \( l_{Q_m, \hat{W}} \). This completes the proof. \( \blacksquare \)

E.19. Proof of Lemma 29

Proof Let \( \eta := \mathbb{E}_X[|X|] \) and \( s_m(x^m) := \frac{1}{m} \sum_{i=1}^m |x_i| \). Define the following sets

\[ B_m := \{x^m : s_m(x^m) > \eta + \delta\}, \]
\[ C_m := \{x^m : s_m(x^m) < \eta - \delta\}. \]

Fix a \( \delta > 0 \). Then,

\[ \int_{A_m} s_m(x^m) dP_{X_{\mathbb{I}}} = \int_{A_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \eta \int_{A_m} dP_{X_{\mathbb{I}}} = \int_{A_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \eta \epsilon_m' \]
\[ = \int_{A_m \cap B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \int_{A_m \cap B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \eta \epsilon_m' \]
\[ = \int_{A_m \cap B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \delta \int_{A_m \cap B_m} dP_{X_{\mathbb{I}}} + \eta \epsilon_m' \]
\[ \leq \int_{A_m \cap B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \epsilon_m \]
\[ \leq \int_{B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} + \epsilon_m. \tag{76} \]

where \( \epsilon_m \) vanishes as \( m \to \infty \) and (a) is derived since for \( X^m \in B_m \), \( s_m(x^m) - \eta \) is positive. Next,

\[ \int_{B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} = \int_{B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} - \int_{B_m} (s_m(x^m) - \eta) dP_{X_{\mathbb{I}}} \]
\[ \leq \int_{B_m} (\eta - s_m(x^m)) dP_{X_{\mathbb{I}}} \]
\[ = \int_{B_m \cap C_m} (\eta - s_m(x^m)) dP_{X_{\mathbb{I}}} + \int_{B_m \cap C_m} (\eta - s_m(x^m)) dP_{X_{\mathbb{I}}} \]

47
\[ \epsilon''_m \text{ vanishes as } m \to \infty, \text{ (a) is derived since } \mathbb{E}[S_m(X^m)] = \eta, \text{ (b) is derived since } S_m(X^m) \text{ is non-negative, and (c) is derived since } \mathbb{P}(|S_m - \eta| > \delta) \text{ asymptotically vanishes by law of large numbers.} \]

The inequalities (76) and (77) yield for any \( \delta > 0, \)

\[ \lim_{m \to \infty} \frac{1}{m} \int_{A_m} \left( \sum_{i=1}^{m} |X_i| \right) dP_{X^m} < \delta. \quad (78) \]

This completes the proof. \qed