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A Remez Exchange 
for Orthonormal 

Algorithm 
U 

Wavelets 
0. Rioul, Member, IEEE and P. Duhamel, Senior Member, IEEE 

Abstract-Compactly supported orthonormal wavelets are ob- 
tained from two-band paraunitary FIR filter bank solutions, with 
the additional “flatness” constraint that the low-pass filter should 
have li zeroes at half the sampling frequency. This constraint 
is set to obtain “regular” wavelets. However, it is somewhat 
in contradiction with the usual requirement for good frequency 
selectivity, since it is well known that maximally flat filters (yield- 
ing Daubechies wavelets) have poor frequency selectivity. An 
efficient procedure for designing maximally frequency selective 
filter banks under a given flatness constraint is described in 
this paper. Classical Remez exchange algorithms, based on the 
alternation theorem, can no longer be used in this case. Linear 
programming techniques are capable of setting up constraints of 
this type, but require high memory storage and computation time. 

First, a variation of the alternation theorem adapted to this new 
situation is derived. Then, a modified Remez exchange algorithm 
for the design of “wavelet” filters is derived in the spirit of the 
Parks-McClellan algorithm. The efficiency of the algorithm is 
greatly improved as compared to linear programming techniques, 
and optimum filters are generally obtained after 3 or 4 iterations. 
A MATLAB listing is provided. 

I. INTRODUCTION 

A. Wavelets and filter banks 

X ( Z )  { X B  X ( Z )  

G(z- ’ )  

Fig. 1. 
G( z )  are half-band low-pass and high-pass filters, respectively. 

Paraunitary two-band FIR filter bank (in non-causal form). H ( z )  and 

is a zero-phase filter of length 2L - 1, whose impulse response 
is symmetric. In this paper, we concentrate on the design of 
P ( z )  under magnitude specifications on P(ej”) = IH(ej”)I2. 
Clearly, conditions (1) and (2) are equivalent to requiring that 
P(ej“) is a nonnegative trigonometric sum depending on L / 2  
variables, 

LI2  

P ( e J w )  = I + a,  cos(2n - 1)w 2 o (3) 
n=l  

The actual solution H ( z )  is then determined by factoring 

The connection between paraunitary solutions ( G ( z ) ,  H ( z ) )  
P ( z ) ,  as described in [l], [12] and Section V-A. 

and wavelets can be described as follows. Suppose that the 
filter bank of Fig. 1 is iterated on the low-pass branch at 
each step of decomposition [ 121. This generates equivalent 
band-pass filters of the form [9] 

G 2 ( z )  = H ( z ) H ( z 2 )  . . .  H ( z 2 ’ - 2 ) G ( z 2 Z - 1 ) .  

HE CONNECTION between continuous-time wavelets 
and discrete filter banks, originally investigated by 

Daubechies [l l ,  is now well understood [ l l ] .  Compactly 
supported wavelets can be generated by perfect reconstruction 
two-band FIR filter bank solutions. In this paper, we consider 

T 
(4) ~, , ,  , 

a paraunitary filter bank [6], [12], [14], asdepicted in Fig. 1, 

also restrict ourselves to real-valued filters and wavelets. 
which, when iterated, generates orthonormal wavelets [I]. We Letting 2 -+ CC gives what is known in as the 

“mother wavelet” $( t )  [l]. 
Recall that a paraunitary solution pair ( G ( z ) ,  H ( z ) )  of +(t)  = ;ilSttz., ( 5 )  

causal FIR filters of length L, where L is necessarily even, 
satisfies [6], [12] G ( z )  = - - z - ( ~ - ’ ) H ( - z - ’ ) .  Therefore, only 
one filter, e.g. low-pass filter H ( z ) ,  has to be designed. The 
paraunitariness condition becomes [6], [ 121, [ 141 

where g; is the impulse response of Gi(z) .  

B. Flatness condition 

where the “product filter” 

P ( z )  = H ( z ) H ( z - 1 )  (2) 
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The filter bank is never iterated to infinity in practice, so the 
interest of computing the wavelet by (5) is limited. However, it 
was suggested in various works [ 1 11 that for some applications, 
a desirable property is the ability of the waveform of 9; to 
vary smoothly in time n. This can be imposed by requiring that 
the limit function $( t )  exists and is regular (i.e., continuous, 
possibly with several continuous derivatives [ 11). Although 
regularity is mathematically stated as a property of +(t),  it 
can be characterized on the low-pass filter taps h, (we refer 
the interested reader to [ 1,9] for further details). 

Of course, frequency selectivity is also thought of as a 
useful property for many applications. But, as we shall see 
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later, regularity and frequency selectivity somewhat contradict 
each other. For this reason, we found very useful to propose a 
procedure providing filters which, for a given regularity, have 
the best possible frequency selectivity. Therefore, regularity is 
here understood as a new filter design constraint. 

Regularity is usually quantified by measuring the ''regular- 
ity order," which can be defined as the number of times +(t) is 
continuously differentiable. The regularity order of a wavelet 
generated by some filter h, can be accurately estimated using 
algorithms given in [9], and optimal conditions for regularity 
can be found. However, these conditions could hardly be used 
as a design constraint. The simplest regularity condition for 
filter design is ajatness constraint on the magnitude response 
IH(ej")l at the Nyquist frequency (w = T ) :  Kth-order flatness 
is obtained if W ( z )  contains K zeroes located at z = -1. 
That is, 

(1 + z-1)2K divides P ( z )  (6) 

(Note that from (l), the magnitude response is also flat at the 
zero frequency.) Highly regular wavelets require high values of 
K [l], [9]. Conversely, increasing K will generally increase 
regularity [l], although the effect on regularity of zeroes of 
H ( z )  that are not located at z = -1 might sometimes inverse 
this tendency [2] (see also Section VII). However, we consider 
only (6) as a regularity condition in this paper. 

C. Connection with previous related work 
As shown in Section 11-A, Kth order flatness reduces to 

K linear constraints on the L/2 variables a,  (3), leaving 
L/2 - K degrees of freedom. The flatness constraint is, 
therefore, maximal for K = L/2. In this case, there remains 
no degree of freedom and closed-form expressions for P ( z )  
can be found in the literature [3], [5]. Solutions P ( z )  are 
half-band maximally flat filters, as proposed by Herrmann [ 3 ] .  
The corresponding wavelets were proposed by Daubechies [ 11, 
hence solutions ( G ( z ) ,  H ( z ) )  are often termed Daubechies 
filters of length L = 2K. Fig. 2 shows that these maximally 
flat solutions, generating regular wavelets, are poorly selective. 

At the other extreme, if the flatness constraint is removed 
( K  = 0), Mintzer [6] and Smith and Barnwell [12] showed 
that best frequency selective filters P ( z )  can be designed 
using classical algorithms based on the altemation theorem, 
such as the well-known Parks-McClellan [8] and Hoffsetter- 
Oppenheim-Siege1 [4] algorithms. In this case, P ( z )  is a type-I 
extraripple filter [7] which, as a consequence of the alternation 
theorem, meets (6) for K = 1 if L/2 is odd. However, Fig. 2 
shows that the corresponding wavelets are much less regular 
than Daubechies wavelets of the same length. 

The aim of this paper is to provide an efficient wavelet filter 
design algorithm, which provides the best frequency selective 
filter P ( z )  under a given flatness constraint (6), including the 
two extreme choices K = 0 and K = L/2. This will overcome 
the present limitation of available "orthonormal wavelet filters" 
[l], by providing a number of filters ( G ( z ) ,  H ( z ) )  with 
balanced regularity, frequency selectivity, and number of taps. 

It was pointed out to us by one of the reviewers that there is 
also a connection with [13], in which best frequency selective 

0 0.1 0.2 0.3 0.4 0.5 
NORMALIZED FREQUENCY 

(a) 

1 1 

(C) 

Fig. 2. Comparison between Daubechies and Mintzer-Smith-Barnwell 
(MSB) solutions ( L  = 10). (a). Magnitude responses of low-pass filters. 
The MSB solution was designed for a normalized transition bandwidth equal 
to 0.14. Corresponding Daubechies wavelet (b) and MSB wavelet (c ) .  

filters with flatness constraint can be designed using the 
ParksMcClellan algorithm [8]. Here, we take the additional 
paraunitary constraint of filter banks into account in order to 
provide "wavelet" solutions. As a result, as seen in Section 
IV, the ParksMcClellan algorithm can no longer be used. 

This paper is organized as follows. Section I1 states the 
problem formally, while also pointing out the deficiencies 
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Fig. 3. 
requires a peak gain of 2 in the pass-band. 

Tolerance scheme for product filter P(eJ-'). Note that positivity (3) 

of linear programming techniques applied to our problem. 
Section I11 makes a change of variables to rewrite the problem 
in such a way that paraunitariness (1) and flatness (6) are 
built in the parameterization of P(z ) .  Section IV shows 
that although classical equiripple design algorithms can no 
longer be used, the altemation theorem still applies to our 
problem. Section V briefly describes the magnitude and phase 
characteristics of optimum filters. A modified Remez multiple 
exchange algorithm, adapted to our problem, is then derived 
in Section VI. Section VI1 shows that efficiency is greatly 
improved compared to linear programming techniques. Using 
a suitable initial guess of the extrema1 frequencies, the number 
of iterations needed in the algorithm seldom exceeds 3 for 
medium size filters P ( z )  (of length 5 40). 

11. PRELIMINARIES 

A. The Optimization Problem 
The optimization problem addressed in this paper, briefly 

outlined in the introduction, is stated on the squared modulus 
of the frequency response of filter H ( z ) ,  P(ej") = IH(ejw)12: 
We would like to maximize stop-band attenuation of low- 
pass filter P ( z ) ,  where P(ej") is a nonnegative trigonometric 
polynomial of the form ( 3 ) ,  while also requiring K-th order 
flatness (6). The tolerence scheme for this problem is depicted 
in Fig. 3.  

Thanks to the built-in antisymmetry of (P(eJu )  - 1 )  about 
w = 7r/2, all design specifications can be restricted to the first 
half-band (0, ../a). In particular, the transition band ( w p ,  w,) 
should be symmetric about w = 7r/2, i.e., w, = 7r - wp. 
Therefore, the optimization problem is stated as 

min 6 

under the inequality constraints 
an 

(7) 

L / 2  
a,cos(2n - l ) w  5 1, w E [0,7r/2], 

a ,  cos(2n - l ) w  2 1 - 26, w E [O,wp], 

(8) 
n= l  

L / 2  

(9) 
n=l  

and flatness constraints (6), which can be expressed as 

E a,  = 1 (if K > 01, (10) 
n=l  

L P  
C ( l , ~ ( 2 7 1 - 1 ) ~ ~ = 0 ,  k = l ,  . . . ,  K-1,  (11) 
n=l 

by requiring that the first 2 K -  1 derivatives of P(ej") vanish 
at w = 0. 

It is important to note that a solution to this optimization 
problem exists, because the set of filters P ( z )  satisfying the 
constraints (8)-( 11) is not empty: For any value of K 5 L / 2 ,  
the maximally flat filter of length 4K - 1 belongs to this set. 

B. Linear Programming Techniques 
Since positivity (8), frequency selectivity (9), and flatness 

(lo), (1 1) are linear conditions in the coefficients a,, linear 
programming techniques are capable<of setting constraints of 
this type and provide optimal solutions. The linear program 
(7)-(11) is easily solved, for the L / 2  + 1 unknowns 6 and a,, 
using any linear programming routine. 

In Section 111, we show that the deviation of the optimal 
solution should be maximal at the cut-off frequencies wp and 
w,, hence, P(ej"p) = 2 - 26. Therefore, an alternative is to 
rewrite the linear program in the L / 2  variables a,. Another 
alternative is to first reduce the number of variables using 
the equality constraints (10) and (1 l), then work with the 
remaining L / 2  - K variables. 

In the procedure, w should be discretized in a fine grid in 
the interval (0,7r/2). The number of grid points is typically 
set to 16(L /2  - K ) .  Grids should include the extremum 
frequency wp but should exclude w = 0 for K > 0 to avoid 
conditioning problems. Also, for increasing values of L and K ,  
the matrix of the linear system (lo), (1 1) soon becomes badly 
conditioned, causing convergence problems. The conditioning 
can be greatly improved by taking suitable linear combinations 
of (lo), ( l l ) ,  yielding K flatness constraints of the general 
form C n a , Q k ( 2 n  - 1 )  = Q k ( O ) ,  where the Q k ( z ) ' s  are K 
linearly independent polynomials in x 2  of-degree 5 K - 1. 

Despite all the care that can be @ken to write the linear 
program, the resulting procedure is not particularly adapted 
to the specificity of our filter design problem. As a result, 
compared to the Remez exchange algorithm proposed below, it 
is inefficient both in terms of required storage and computation 
time. 

111. REFORMULATION OF THE PROBLEM 
In order to derive an efficient design procedure based on 

the Remez exchange algorithm, we first rewrite the problem 
(7)-( 1 l), in such a way that paraunitariness (1) and flatness 
constraints (6) are built in the parameterization of P(z ) .  
Making the change of variables z = cosw gives P(ej") as a 
( L  - l) th order polynomial in z, 

P(ej")  = P ( z )  (12) 

(The same letter is used for different polynomials P ( z  = ej")  
and P ( z  = cos w ) ,  but the ambiguity should be easily resolved 
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from the context.) Now paraunitariness (1) and flatness (6) 
constraints respectively become a symmetry and factorization 
condition of the form 

(13) P ( x )  + P(-x)  = 2 

P ( x )  = (1 + ~ ) ~ & ( x ) .  (14) 

To find the general expression for P ( x )  satisfying (13) and 

(15) 

We first find the general form of the difference between two 
distinct solutions to (15). Such a difference, AQ(x), satisfies 

(1 + Z ) ~ A Q ( ~ )  + (1 - ~ ) ~ a Q ( - x )  = 0. (16) 

Hence, (1 - x ) K  divides AQ(x), AQ(x) = (1 - x ) ~ S ( Z ) ,  
and S ( x )  is an odd polynomial, S ( x )  = zR(x2). The general 
form for AQ(x) is therefore AQ(x) = x(1 - z ) ~ R ( ~ ~ ) .  

Next, we can exhibit a particular solution to (15) of minimal 
degree: Since AQ(x) is a polynomial of degree at least K + 1, 
there exists at most one solution to (15) of degree 5 K ,  
corresponding to a solution P ( x )  of minimal degree that we 
denote by PK(z). Finally, any solution to (15) is the sum of 
the particular solution to (15) just mentioned and a solution 
AQ(x). Returning to the initial problem, a characterization of 
(13), (14) is therefore 

(17) 

For K = 0, PK(z) = 1. If we set K = L / 2 ,  we get R(x)  0 
and P K ( ~ )  is identified as the maximally flat (Daubechies) 
solution of degree 2 K  - 1. 

Now, R(x2)  in (17) is a polynomial in x 2  of degree 
L / 2  - K - 1 containing the L / 2  - K independent variables. 
Therefore, making the change of variables y = x2  = cos2w 
for w E [0, wp],  we can rewrite the initial problem (7)-( 11) in 
terms of R(y). Define the weighting function as 

(14), we now solve the equation 

(1 + X ) ~ Q ( ~ )  + (1 - ~ ) ~ & ( - x )  = 2.  

for Q(z). This is classically done as follows. 

P ( x )  = P K ( Z )  + x(1 - 2 ) K R ( x 2 ) .  

W(Y) = - P I K ,  (18) 

and the desired function as 

The optimization problem takes the form of an unconstrained 
minimization, 

where I = [cos’ wp;  11 corresponds to the pass band interval 
and 

E(y)  = W(Y)(D(Y) - R(Y)), 
= 2 - 6 - P ( z )  (21) 

This is almost in the form of a classical Chebyshev error 
minimization [71, but not quite: There is a slight irritation 

is the weighted error. 

in that D(y), hence, E(y),  depends on the tolerance S. This 
creates an endless dependence loop since 6 should be also 
equal to maxy I E( y ) I. 

This problem is, in fact, brought by the simultaneous 
constraints of positivity (3) and flatness (6). When there is 
no flatness constraint (K  = 0), Mintzer [6] and Smith and 
Barnwell [I21 solve this problem in two steps: First, compute 
the frequency response using a classical equiripple design 
algorithm, in which 6 in the desired response is removed. 
Then, raise the result by 6 and rescale it to obtain the correct 
nonnegative frequency response. For K > 0, this approach 
becomes impossible since raising a frequency response by 6 
necessarily violates the flatness constraint (see Fig. 3). 

It follows from the above discussion that classical design 
algorithms such as the Parks-McClellan algorithm [8] and the 
algorithm of Hoffstetter et. al. [4], in their classical version, 
can no longer be used for our problem. Therefore, in the 
remainder of this paper, we re-derive a modified Remez 
exchange algorithm adapted to formulation (1 8)-(21). 

IV. AN ALTERNATION THEOREM 

A. Minimum Number of Alternations 
The Remez exchange algorithm is based on the alternation 

theorem [7]. In this section, we show that the alternation 
theorem still applies to our problem (18)-(21). Instead of the 
usual trigonometric formulation [8], we use the more general 
polynomial formulation given in ([7], p. 468). 

Alternation Theorem: Let I denote a closed set of disjoint 
intervals, R(y) an rth order polynomial, D(y) a given desired 
function, W(y) a given positive function on I ,  and assume 
that both D(y) and W(y) are continuous on I .  A necessary 
and sufficient condition that R(y) is the unique rth order 
polynomial solution to (20) is that the weighted error, E(y)  
(21), exhibit at least ( r  + 2 )  alternations, 

for y1 < y2 < .. .  < yr+2 in I .  
In this theorem we set W(y),  D(y) as given by (18), (19), 

and I = [cos2wp, 1-E], where E is an arbitrarily small positive 
number, which is there to avoid the discontinuity of D(y) at 
y = 1. The alternation theorem applies for anyfied value of 
6 in (19) and concludes that E ( y )  = 2 - 6 - P(cos w) exhibits 
at least r + 2 = L / 2  - K + 1 alternations for w E [ E ’ , w ~ ] .  
where E’ = a r c c o s f i  > 0 is arbitrarily small. 

In particular, let 6 in (19) be the minimum tolerance S*of 
the optimum solution to (7)-(11) (we have seen in Section 
11-A that this solution exists). Then, this solution is also the 
optimum solution to (20), and is therefore unique. Note that 
for 6 = S’, we necessarily have minmax, IE(y)) = S*. The 
alternation theorem is therefore valid for the optimum solution 
to our problem. 

B. Maximum Number of Alternations 
The maximum number of possible alternations can be esti- 

mated by numbering frequencies at which the slope of E(y)  
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vanishes in the pass-band. The number of such frequencies is 
equal to the number of roots of P'(x),  the derivative of P(x ) .  
From (13), P ( z )  is an even polynomial in x of degree L - 2, 
which has at most L/2  - 1 positive and L/2  - 1 negative 
roots. Hence, at most L / 2  - 1 extremal frequencies occur in 
the pass band. 

For K = 0, we must add two possible alternations at the 
edges w = Oand wp, which gives at most L / 2  + 1 alternations. 
From the alternation theorem the number of alternations is 
exactly L/2  + 1, which includes alternations at the edges. 

For K > 0, (14) implies that among the possible L/2  - I 
negative roots of I"($), K - 1 are located at -1, and hence, 
K - 1 are located at 1. This leaves at most L/2  - 1 - ( K  - 
1) + 1 = L/2  - K + 1 extremal frequencies in the pass band, 
including w = 0, to which we add one possible alternation at 
wp. This gives a maximum of L/2  - K + 2 alternations. Since 
in this case the maximum number of alternations is equal to 
the minimum plus one, we can use classical arguments ([7], p. 
4738) to show that an altemation occurs at wp (otherwise, 
two alternations would be removed). Now, at w = 0, the 
alternation is negative (the ripple stands above the ideal 
response), while at w = wp, the alternation is positive. Since 
the two alternations at the edges have different signs and since 
alternations must alternate, the total number of alternations 
must he even. This fixes the exact number of alternations to 
L/2  - K + 1 or L / 2  - K + 2, whichever is even. 

These results are summarized in the following Theorem. 
A characterization of the unique solution to the prob- 

lem (7)-(11) is that the pass-band error (21), for w E [O,w,], 
exhibits 

exactly L/2 + 1 alternations if K = 0, 
exactly L/2 - K + 1 or L/2 - K + 2 alternations, whichever 

In all cases, L /2  - K + 1 alternations are a necessary and 
suficient condition for optimality. Moreover, alternations always 
occur at w = 0 and w = wp. 

is even, if K > 0. 

v. CHARACTERISTICS OF OPTIMAL WAVELET FILTERS 

A. Magnitude 
The magnitude shape of best frequency selective wavelet 

filters is given by the theorem derived in the preceding section. 
A remarkable consequence of this theorem is that we can 
restrict the solutions to even values of L/2- K :  This is because 
when L/2  - K is odd, the optimal solution for K + 1 flatness 
constraints has the same number of alternations as the optimal 
solution for K flatness constraints. Hence, by application of 
our theorem, these two optimal solutions are equal. In other 
words, when L / 2 - K  is odd, the optimal solution H ( z )  having 
K zeroes at z = -1 automatically has one more zero at 
z = - l .  

It is interesting to note that, as another conscquence of the 
theorem of the previous section, the shape of the optimal 
magnitude response depends only on L/2  - K .  The only 
exceptions are responses which do not vanish at half the 
sampling frequency, in other words, the "non-wavelet'' filters 
(LIZ even and K = 0). Fig. 4 illustrates that for optimum 
"wavelet filters," L/2  - K gives the (even) number of ripples 

NORMALIZED FREQUENCY NORMALlZED FREQUENCY 

Fig. 4. 
T,/2 - IC ( L  = 14) and same normalized transition bandwidth = 0.05. 

~ 

Typical magnitude shapes of optimum solutions for several values of 
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Fig. 5. A typical pole/zero distribution of the product filter P ( z )  in the 
z-plane ( L  = 20, T i  = 4). The zero located at z = -1 has multiplicity 8, 
while the other zeroes located on the unit circle are double zeroes. 

in the frequency response in the interval ( O , T ) ,  which are 
added to the Daubechies' maximally flat response. Half of this 
number gives the number of degrees of freedom used in the 
optimization problem addressed in this paper, since we have 
seen that the specifications are restricted to the first half-band. 

B. Phase 
So far we have described optimum solutions P ( z ) ,  which 

corresponds to the squared modulus of the transfer function 
of low-pass filter H ( z ) .  In order to retrieve H ( z )  itself, it is 
necessary to factor P ( z )  into H ( z )  and H ( z - l )  according 
to (2). This is done by selecting zeroes of H ( z )  (with their 
complex conjugates) from those of P ( z )  [I], [12] (see Fig. 5). 
Each zero of H ( z )  is chosen in a pair (zo,  l/z,+) of zeroes of 
P ( z ) ,  either inside or outside the unit circle, while zeroes 
of P ( z )  located on the unit circle are retained with twice 
less multiplicity. Note that this root selection procedure will 
provide the phase information of H ( z ) ,  and there are several 
possible choices. 

Based on the theorem derived in Section IV, we can 
calculate the total number of choices for H ( x )  from a given 
solution P ( z ) :  That will depend on the number of zeroes of 
P ( z )  which lie outside the unit circle. Now, the number of 
zeroes located on the unit circle is given by the number of 
alternations in the stop band at which the magnitude response 
vanishes. It is easily seen, using the theorem derived in 
the preceding section, that the total number of such zeroes, 
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counted with their multiplicity at w = T ,  does not depend on 
K .  This gives a total of L zeroes of P ( z )  on the unit circle. 

The remaining L - 2 zeroes determine the choice 
of H ( z ) .  They occur either in quadruple configuration 
(zo, z;,l/zo, l/z,*) or in real pairs (zo,l/zo). We observed 
that there are at most one such real pair in all cases. Therefore, 
the possible selections are one for each quadruple and, if 
L - 2 is an odd multiple of two, one for the real pair. This 
gives a total of 2LL/4J different filter solutions H ( z )  to (2), 
corresponding to different phases [l], [12]. Since half of the 
solutions are the time-reversals of the other half, the number 
of solutions within time-reversal is 2LLI4) -I. In the example 
of Fig. 5, this gives 16 choices. 

VI. A REMEZ EXCHANGE ALGORITHM 
In this section, we derive our main filter design algorithm, 

based on the alternation theorem derived earlier in Section IV. 
This derivation and the various techniques used in the algo- 
rithm are similar to what has been done for classical Remez 
exchange algorithms [4], [8]. However, there are important 
differences, which are stressed throughout this section. 

The alternation theorem derived in Section IV states that a 
necessary and sufficient condition for the product filter P ( z )  
to be optimum is that 

(23) 

where S* is the optimum error, W(y), D(y) and R(y) were 
defined in Section IV, and yk ,  k = 1, . . ., L/2 - K + 1, are 
L/2-K+1 alternations in [cos2wp, I]. Note that yl = cos2wp. 
The corresponding ripple lies below the ideal response, giving 
the sign (- 1)’+l in (23). This condition serves as a basis for 
efficient algorithms for finding the optimal filter P(z ) .  

The theorem requires only L/2 - K + 1 alternations, while 
the optimal solution exhibits in fact L/2 - K + 2 alternations 
in the case L/2 - K even. (We have seen in Section 11-A that 
we could always restrict ourselves to this case.) Therefore, 
the situation is almost the same as in the classical design 
of extraripple filters (without the flatness constraints), except 
for different definitions of W(y), D(y) and R(y). The main 
difference is that the optimum error S* appears in the definition 
of D(y) (19). We therefore rewrite (23) in terms of S* by 
letting 

W ( Y k ) ( D ( Y k )  - % k ) )  = (-1)’”+l6* 

This gives the fundamental necessary and sufficient condition 

from which efficient algorithms can be derived. Two classical 
design algorithms, similar to the Remez multiple exchange 
algorithm of approximation theory, can be mimicked from 
(25). 

The Hofstetter-Oppenheim-Siege1 algorithm [4] takes the 
extra ripple into account. Given a fixed value of 6, it begins 
by making an initial estimate of the Y k ,  then computes R(y) 
using a Lagrangian interpolation formula and the band-pass 
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error, determines the new set of Yk as the points at which the 
band-pass error is extremum and starts another iteration for 
this new set. After convergence, we obtain optimum filters of 
specified tolerance 6, but the transition bandwidth cannot be 
specified a priori. 

In the remainder of this section, we describe the second type 
of algorithm in more detail. This algorithm is similar to the 
multiple exchange algorithm proposed by Parks and McClellan 
[8]. A MATLAB listing is provided in Appendix A. 

A. Description of the Algorithm 
The derivation of the algorithm itself can be straightforward, 

using condition (25). Formally, the only difference between a 
classical Remez exchange algorithm is that 6* in (25) is mod- 
ulated by 1 + (-1)”’ instead of the usual (-l)k. However, 
this remark hides the important conceptual problem which we 
have already mentioned, namely, the dependence of the desired 
response on the optimum error S*. The following description 
circumvents this problem by working with successive values of 
6: At each iteration, not only the values of the estimated error 
6, but also the optimization problem, via the desired response, 
change. These successive optimization problems ultimately 
converge to the original optimization problem associated to 
S*, as the estimated error S tends to 6*. 

Using (25) as a starting point, we now describe the step-by- 
step algorithm following the description made in [ 7 ] :  First, an 
initial estimate of the yk’s, IC = 1, . . ., L/2 - K + 1, is made. 
Then, (25) ,  considered as a linear system of L/2 - K + 1 
equations in the L/2 - K + 1 unknowns r, and 6, is used to 
compute 6 by the formula 

where LI, = nifk(yk - yi). This equation is classically 
obtained as in the ParksMcClellan algorithm, by exploiting 
the structure of the underlying Vandermonde matrix of system 
(25). Then R(y), where y belongs to a fine grid in the interval 
[cos2wp, 11, is computed from its values at the yk’s, k = 1, 
. . ., L / 2  - K ,  which from (25) are given by 

R(Yk) = D’(yk) - (1 + (-l)”+’)S/w(Yk). (27) 

The following Lagrangian interpolation formula (in barycen- 
tric form) is used. 

where L; = ( y k  - yL/Z-K+l)/Lk. Now, R(y) is available 
on the desired interval without the need to solve (25) for the 
coefficients of R(y). It is used to evaluate the band-pass error, 
E (y )  = 2-&-PK(fi>-W(y)R(y) .  The new set of extrema1 
frequencies yk, k = 2, . . ., L/2 - K + 1, is then determined as 
the locations at which the slope of E(y) vanishes. Note that 
from the discussion of Section IV, there can be no more than 
L/2 - K extrema in the interval considered (excluding the 
extra ripple at y = 1 if K > 0). From here, another iteration 
starts. 
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To compute PK(&) in (24), where fi = z, we note that 
from (14), ( l + ~ ) ~ - l  divides P;C(z), the derivative of P K ( ~ ) .  
From (13), Pk(z)  is an odd polynomial of degree 2K - 2. It 
follows that P;C(z) 0: (1 - z')~- ' .  Integrating this relation 
yields PK(z) = 1 + z D ~ ( z ' ) ,  where D K ( z )  = xndnzn  
is given by 

d, 0: - 

(The symbol (Kil) denotes binomial coefficients.) The d,'s 
should be normalized such that their sum is 1. Note that 
D K ( ~ )  

If the current extremal frequencies did not change from the 
ones at the previous iteration, the algorithm has converged.The 
impulse response of P ( z )  is then determined from R(y) using 
formulae based on the inverse DFT, which are given in the 
next section. 

0 if K = 0. 

B. Computing the Optimal Impulse Response 
The last step in the algorithm computes the impulse reponse 

of P(z)from the values of R(y) on a set of points in the 
interval I .  To do this, we compute the transfer function R(z) ,  
corresponding to R(y = cos'w), from values of R(y) on 
regularly spaced frequencies wi = i7r/N, i = 0, . . ., N - 1, 
where N = L- 2K- 1. It is easily seen that the coefficients of 
R(z)  are given by an inverse DFT formula which reduces to 

1 N - l  i7r i7r 
f, = - x ( - l ) i R ( c o s 2  -)cos(2n + 1)--. (30) N N a=o 

This formula is preferred over an FFT algorithm for short 
to medium lengths. Finally, to recover P ( z ) ,  we need to add 
the maximally flat solution P K ( z )  of length 4K - 1, which 
itself can be computed using a closed-form expression, given 
below'. 

From (6), (1 + z - ~ ) ' ~ - '  divides both P K ( z )  and its 
derivative with respect to 2-', PA(,). Therefore, it also 
divides (2K-l)P~(z)-z-'PA(z). From (l), PK(z )  is of the 
form z - ( ~ - ' )  + A(.') and the above expression is therefore 
a polynomial in z-', hence, a multiple of (1 - z - ' ) ~ ~ - ' .  
By equality of degrees, ( 1  - z -2)2K-1  and (2K - 1 ) P ~ ( z )  - 
z - 'Pk(z )  are equal up to a multiplicative constant. We obtain 
that the coefficients of PK(z), p$,  are given by pFK-' = 1, 
p K P l  = 0 for n # K ,  and 

(-l), 2 K - 1  
~ ' ~ 2 K - 1 - - 2 n (  n ) 

for n = 0, . . ., L - 1. The p z ' s  should further be normalized 
such that C , p &  = P K ( ~ )  - 1 = 1. 

C. Computing the Roots 
As shown in [2], [12] and Section V-B, the phase of 

paraunitary solutions H ( z )  corresponding to a given P ( z )  are 

' Although closed-form expressions for maximally flat filters are available 
[3], [5], we re-derive special forms adapted to our algorithm in Sections VI-B 
and VI-C. Some of them should be known, although we were unable to find 
them in the literature. 

obtained from the roots of P(z ) .  However, a root extraction 
routine is very sensitive to multiple roots at z = -1 in P ( z ) ,  
so computing the roots of P ( z )  is better done from a factorized 
form of P ( z )  = (1 + z-')"Q(z). This factorization is 
readily obtained from (17) and (23). However, it requires 
the precalculation of the corresponding quotient polynomial 
Q K ( z )  for the maximally flat solution PK(z), which can be 
obtained as follows. 

The equality 

(2K - l ) P K ( Z )  - z - V L ( z )  = c(1- 2-')2K--1, 

proved in the preceding section, can be rewritten in terms of 
Q K  ( z )  as 

( ~ K - ~ - Z - ~ ) & K ( Z ) - ( Z - ' + Z - ~ ) Q I K ( Z )  = c ( 1 - ~ - ~ ) ' ~ - ~ .  

The coefficients of Q K ( z )  can be easily determined by induc- 
tion as 

for n = 0 . .  . ,2K - 2 .  They should be normalized such that 
c,q: = 2-ZK, 

D. Flowchart of the algorithm 
Let us summarize the description of our algorithm. The 

various steps are identified in the MATLAB listing provided 
in Appendix A. 

Preliminaries 

1) Step 1:  If L/2  - K is odd, replace K by K + 1 (see 

2 )  Step 2: Compute Daubechies response of order K using 

3) Step 2': If required, compute Daubechies factor Q K ( z )  

4) Step 3: If K = L/2, output Daubechies solution and 

5) Step 4: Compute D K ( y ) ,  which is necessary for the 

Remez exchange algorithm proper 
1) Step I: Initial estimate of the N + 1 extremal frequencies 

Y k  (see the remark at the beginning of Section VII) 
2) Step 11: Compute S using (26).  
3) Step 111: Compute R(y) on a fine grid using Lagrangian 

interpolation formula (28). 
4) Step IV: Compute new extremal frequencies Y k  from 

E(y).  If the extremal frequencies did not change, go to 
Step A. Otherwise go to Step 11. 

remark in Section V-A) and set N = L/2  - K .  

(3  1). 

using (32). 

stop. 

computation of P~(fi), using (29). 

Output solution 
1) Step A: Compute impulse response using (23) and the 

2) Step A': If required, compute the roots using the result 
result of Step 2 as seen above. 

of Step 2' as seen above. 
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VII. RESULTS AND DISCUSSION 
Thanks to the alternation theorem, the algorithm presented 

in the preceding section necessarily provides the optimal 
solution to our problem, provided that it converges. In fact, 
because this algorithm is similar to a classical Remez exchange 
algorithm, except for the small change in (25), where (-1)"' 
is replaced by (1 + (-l)'+'), it can be shown that the 
algorithm does converge to the solution of the initial problem 
described in Section 11-A. A rigorous proof of this is available 
from the authors [lo]. 

Therefore, the initial estimate for the extremal frequencies 
does not affect convergence, but rather the number of iterations 
needed prior to convergence. Appendix A gives a formula 
for the initial set of yk's, for which the number of iterations 
is reduced by one or two compared to the case where the 
initial frequencies are regularly spaced. With this initial set, 
the number of iterations seldom exceeds 3 for lengths L 5 
20, which correspond to a product filter of order 5 40. 
Compared to linear programming techniques, our method is 
therefore much less time consuming and requires less memory 
occupation. However, the accuracy of optimum solutions were 
found to be reasonably good for both methods (less than lop5 
difference on filter taps for short to medium lengths, which 
correspond to most practical cases). 

In addition, the number of independent variables in our 
algorithm, L / 2  - K ,  was shown in Section 1111 to be minimal 
for our problem. Note that for K = 0, the resulting algorithm is 
even more efficient than a general Parks-McClellan algorithm 
used to design the half-band product filter of length 2 L  - 1-as 
suggested in [6], [12]-since the number of variables has been 
reduced by a factor 2. For a fixed length L ,  the number of 
variables decreases as K is taken larger, and the algorithm 
is faster. For K = L / 2 ,  the maximally flat solution is readily 
obtained from (31) or (32). Fig. 6 illustrates the behavior of the 
optimal solution of length L compared to the "ideal response," 
a maximally flat filter meeting K flatness constraints. 

A. Regularity versus Stop-Band Attenuation 
Using this algorithm, we obtained a number of filters 

with balanced stop-band attenuation and regularity (see Fig. 
7). Regularity was measured, using the optimal estimation 
algorithm given in [9], as the Sobolev regularity order of 
the corresponding wavelets. A regularity order greater than N 
means that the wavelet is N times continuously differentiable. 
The measure used here gives the minimum regularity order 
that can be attained for all solutions H (  z )  (of different phases) 
corresponding to a given product filter P ( z )  Adding 1 / 2  to 
this measure gives the maximum possible regularity order. 
The results are shown in Fig. 7. An alternative would have 
been to use the "exact" Holder definition of regularity for 
all possible wavelets determined from P ( z )  [9]. We would, 
however, obtain the same behavior (within a small shift in the 
regularity axis of Fig. 7). 

Fig. 7 shows that regularity of Mintzer-Smith-Barnwell 
filters [6], [12] is greatly improved by imposing a few flat- 
ness constraints, while preserving frequency selectivity. Con- 
versely, selectivity of Daubechies filters can be greatly im- 

1 

I 
0 yp 0.2 0 4  0.6 0.8 1 

VARIABLE y 

(a) 
2 -. ----/ 

0 4  0 5  0 1  0 2  0 3  
NORMALIZED FREQUENCY 

(b) 

Fig. 6. (a). Weighted desired function W(y)D(y) and equiripple optimum 
weighted polynomial W(y)R(y), for y = cos2 w E [U, 11, L = 8, I< = 2, 
and normalized transition bandwidth 0.1. The cut-off frequency corresponds 
to the value y,. The altemations in the variable y are indicated by segments. 
(b). Optimum frequency response ( L  = 8, I< = 2) and corresponding desired 
maximally flat response ( L  = 4, Ii = 2). The additional degrees of freedom 
are used to provide an equiripple solution. 

proved by relaxing a few flatness constraints, which results 
in a small loss of regularity for small filters. For larger filters 
( L  2 20), both frequency selectivity and regularity can be 
improved this way: this is another counter example [2] to the 
general belief that, for fixed L, regularity is an increasing 
function of K .  

B. Phase and Group Delay Deviation 
It is well known [ 121 that the phase of paraunitary solutions 

H ( z )  cannot be chosen linear for L 5 4. However, if zeroes 
of product filter P ( z )  are selected in a suitable manner, then 
H ( z )  will be approximately linear phase [l], [12]. To illustrate 
this effect, we use the global variation of the group delay in 
the pass-band as a measure, in samples, of the distance to 
linear phase. Denoting the group delay of H ( z )  by g(w),  this 
measure is 

max g(w)  - min g(w).  (33)  
W E [ O P , l  W E  [O>WPl  

Had H ( z )  be linear phase, this expression would vanish. 
Solutions that are "closest to linear phase" minimize (33)  for 
the same magnitude response. 

Fig. 8 shows that solutions closest to linear phase have 
reasonably small group delay variation (about 0.2 to 2.5 
samples for L 5 20). Solutions closest to linear phase are 
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REGULARITY (Sohoievnibi&r e ipmnt)  - 
Fig. 7. Attenuation (in dB) versus regularity orders for the families of 
optimum filters obtained with normalized transition bandwidth set to 0.14. 
The regularity orders shown in this plot are optimal measures of regularity 
[9] for a given magnitude response P(e”). Solid lines correspond to filters 
H(r) of constant length L and different degrees of flatness 0 5 li 5 L/2 .  
Dotted lines correspond to fixed values of L / 2  - Ii, the number of ripples 
in the magnitude response of H ( z ) .  Daubechies filters [ l ]  correspond to 
L / 2  - li = 0, while Mintzer-Smith-Barnwell filters [6], [12] correspond 
to the least values of regularity, which are negative for li = 0. 

obtained for Daubechies filters (K = L/2). We observed that 
for any value of K, solutions closest to linear phase are not 
necessarily obtained by selecting zeroes of P ( z )  altematively 
from inside or outside the unit circle, as was suggested for the 
case K = 0 in [ 121. Also, solutions farthest from linear phase, 
for which the group delay variation is largest, are not always 
the minimum or maximum phase solutions. 

VIII. CONCLUSION 
This paper has provided an efficient design procedure, based 

on the Remez exchange algorithm, which computes optimum 
wavelet filters, i.e., best frequency selective paraunitary filter 
bank solutions, for a given transition bandwidth and flatness 
constraints at the Nyquist frequency. These optimum solutions 
satisfy the altemation theorem and, when not maximally flat, 
exhibit equiripple frequency responses. This procedure is much 
more efficient than procedures based on linear programming, 
both in terms of memory and computation time. Using this 
procedure, we obtain a large number of “orthonormal wavelet 

filters” [ 13, with balanced regularity, frequency selectivity, 
number of taps, and phase. We have shown that compared 
to known “wavelet” filters [l], [6], [12], which are obtained 
as special cases, regularity andor frequency selectivity can be 
greatly improved by imposing or relaxing flatness constraints. 

IX. APPENDIX 
MATLAE~ FUNCTION IMPLEMENTING THE ALGORITHM 

function [p,r]=remezwav(L,K,B) 
% P=REMEZWAV(L,K,B) gives impulse res- 
% ponse of maximally frequency selective 
% P(z), product filter of paraunitary 
% filter bank solution H(z) of length L 
% satisfying K flatness constraints 
% (wavelet filter), with normalized 
% transition bandwidth B (optional 
% argument if K==L/2). 
% [P,R]=REMEZWAV(L,K,B) also gives the 
% roots of P(z), which can be used to 
% determine H(z). 

% Author: Olivier Rioul, Nov. 1, 1992. 
% For MATLAB 4.0 or 4.1 

computeroots=(nargout> 1); 

%%%%%%%% STEP 1 %%%%%%%%% 
if rem(L,2),error(’L must be even’);end 
if rem(L/2-K,2), K=K+ 1, end 

%%%%%%%% STEP 2 %%%%%%%% 
% Daubechies solution 
% PK(z)=zA(-(2K- 1))+AK(ZA2) 
if K==O, AK=O; 
else 
binom=pascal(2*K, 1); 
AK=binom(2*K,l :K)./(2*K-1:-2: 1); 

AK=AWsum(AK); 
end 
%%%%%%%% STEP 2‘ %%%%%%%% 
% Daubechies factor 

if computeroots & K>O 
QK=binom(2*K, 1 :K); 
QK=QK.*abs(QK); 
QK=cumsum(QK); 
QK=QK./abs(binom(2*K-11 1 :K)); 

QK=QWsum(QK)*2; 
end 
%%%%%%%% STEP 3 %%%%%%%% 
% output Daubechies solution PK(z) 
if K==L/2 

N=L/2-K; 

AK=[AK AK(K:-l:l)]; 

% PK(z)=(( 1+zA(-1))/2)^(2K) QK(z) 

QK=[QK QK(K- 1:- 1: l)]; 

p=zeros( 1,2*L- 1); 
p(1:2:2*L-l)=AK; p(L)=l; 
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if computeroots 
r=[roots(QK); -ones(L, l)]; 

end 
return 

end 
%%%%%%%% STEP 4 %%%%%%%% 
% Daubechies polynomial 
% PK(x)=l+x*DK(x^2) 
if K==O, DK=O; 
else 
binom=pascal(K, 1); 
binom=binom(K,:); 
DK=binom./( 1:2:2*K-1); 
DK=fliplr(DK)/sum(DK); 

end 

wp=( 1/2-B)*pi; % cut-off frequency 
gridens=l6*(N+l); % grid density 
found=O; % boolean for Remez loop 

%%%%%%%% STEP I %%%%%%%% 
% Initial estimate of yk 
a=min(4,K)/ 10; 
yk=linspace(O, 1-a,N+ 1); 
yk=(yk.̂ 2).*(3+a-(2+a)*yk); 

ykold=yk; 
yk=l-(l-yk)*( I-cos(wP)^~); 

iter=O; 
while 1 YO REMEZ LOOP 
iter=iter+ 1 ; 

%%%%%%%% STEP I1 %%%%%%%% 
Compute delta Wyk=sqrt(yk).*(( 1-yk).^K); 
Dyk=( 1 -sqrt(yk).*polyval(DK,yk))./Wyk; 
for k= 1 :N+ 1 
dy=yk-yk(k); dy(k)=[l; 

Lk( k)=prod(dy); 
end 
invW(1:2:N+1)=2 ./Wyk(1:2:N+l); 
delta=sum(Dyk./Lk)/sum(invW L k ) ;  
%%%%%%%% STEP I11 %%%%%%%% 
compute R(y) on fine grid 
Ryk=Dyk-delta.*invW; Ryk(N+ 1)=[]; 

y=linspace(cos(wp)^2,l-K* 1 e-7,gridens); 
yy=ones(N, l)*y-yk( 1 :N)’*ones( 1 ,gridens); 
% yy contains y-yk on each line 
ind=find(yy==O); % avoid division by 0 
if -isempty(ind) 
yy(ind)= le-30*ones(size(ind)); 
end 
yy= 1 Jyy; 
Ry=((Ryk.*Lk)*yy)./(Lk*yy); 
%%%%%%%% STEP IV %%%%%%%% 
Find next yk 
Ey= 1 -delta-sqrt(y).* ... 

dy=dy( l:N/2).*d~(N:-l:N/2+1); 

Lk=(yk( 1 :N)-yk(N+l))./Lk( 1 :N); 

(polyvd(DK,y)+(( l-y).^K).*Ry); 
k=find(abs(diff (sign( diff(Ey))))==2)+ 1 ; 
% N extrema 
if length(k)>N 
% may happen if L and K are large k=k(l:N); 
end 

% N+l extrema including wp 
if K==O, yk=[yk I]; end 
% extrema at y==l added 
if all(yk==ykold), break; end 
ykold=yk; 

yk=[yk( 1) Y(k)li 

end % REMEZ LOOP 
fprintf(’ %g iterations\n’,iter); 

%%%%%%%% STEP A %%%%%%%% 
% Compute impulse response 
~=(0:2*N-2)*pi/(2*N-l); 

yy=ones(N, I)*y-yk( 1 :N)’*ones( 1,2*N- 1); 
ind=find(y y==O); 
if -isempty(ind) 

end 

Ry=((Ryk.*Lk)*yy)./(Lk*yy); 

y=cos(w).^2; 

yy(ind)= 1 e-30*ones(size(ind)); 

yy=1 Jyy; 

Ry(2:2:2*N-2)= -Ry(2:2:2*N-2); 
~=R~*cos(w’*(~*(O:N-~)+I)); 
% partial real IDFT done 
r=r/(2*N-l); 
r=[r r(N- 1 :- 1 : 1 )] ; 
pl=[r O]+[O r]; 
pp=pl; % save p l  for later use 
for k= 1 : 2*K 

end 
if rem(K,2), pl=-pl; end 
p 1 =p 1/2^(2*K+ 1); 
pl(N+l :N+2*K)=pl (N+ 1 :N+2*K)+AK; 
% add Daubechies response: 

%%%%%%%% STEP A‘ %%%%%%%% 
% Compute roots 
if computeroots 
Q( 1:2:2*length(pp)- l)=pp; 
for k=l:2*K 

end 
if rem(K,2), Q=-Q; end 
Q=Q/2; 
if G O  70 add Daubechies factor QK 

else 
Q(L)= 1 ; 

end 
r=[roots(Q); -ones(2*K,l)]; 

end 

pl=[pl 0140 pll; 

p( 1 :2:2*L-l)=pl; p(L)=l; 

Q=[Q OI-[O Q1; 

Q(2*N+l:L-l)=Q(2*N+l:L-I)+QK; 



560 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS-11: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 41, NO. 8, AUGUST 1994 

REFERENCES Olivier Rioul (M’94) received the Ing6nieur degree 
from the E o l e  Polytechnique, Palaiseau, France, in 

[ 1 I I. Daubechies, “Orthonormal bases of compactly supported wavelets,” 1987, the diploma degree in electrical engineenng 
and the Docteur degree (Ph.D) in signal and image Comm. Pure Appl. Math., vol. XLI, no. 7, pp. 909-996, 1988. 

[2] I Daubechies, “Orthonormal bases of compactly supported wavelets. processing from Telecom University (ENST), Paris, 
I1 Variations on a theme,” SIAM .I. Math. Anal., vol 24, no. 2, pp. in 1989 and 1993, respectively. 
499-519, Mar. 1993. He joined the Centre National d’Etudes 

[3] 0. Herrmann, “On the approximation theorem in nonrecursive digital des T6ltcommunications (CNET), Issy-Les- 
filter design,” IEEE Trans. Circuit Theory, vol. CT-18, no. 3, pp. Moulineaux, France, in 1989. His research interests 
411-413, May 1971 include wavelet theory, fast signal processing 

[41 E. Hoffsetter, A. V. Oppenheim, and J. Siegel, “On optimum nonre- algorithms, image coding, and time-scale methods. 
cursive digital filters,” Proc. 9th Allerton Conf Circuit System Theory, 
Oct. 1971. 

[5] B. C. Jinaga and S. C. D. Roy, “Explicit formula for the coefficients of 
maximally flat nonrecursive digital filter transfer functions expressed in 
powers of cosw,” Proc. IEEE, vol. 73, no. 6, pp. 1135-1 136, June 1985. 

161 F. Mintzer. “Filters for distortion-free two-band multirate filter banks.” 

[91 

IEEE Trans. Acoust., Speech, Sig. Proc., vol. ASSP-33, no. 3, June 1985. 
A. V. Oppenheim and R. W. Schafer, Discrere-Time Sig. Proc., Engle- 
wood Cliffs, NJ: Prentice Hall, 1989. 
T. W. Parks and J. H. McClellan, “Chebyshev approximation for 
nonrecursive digital filters with linear phase,” IEEE Trans. Circuit 
Theory, vol. CT-19, no. 2, pp. 189-194, Mar. 1972. 
0. Rioul, “Simple, optimal regularity estimates for wavelets,” in Proc. 
6th European Sig. Proc. Conf (EUSIPCO’92), (Brussels, Belgium), vol. 
11, Aug. 1992, pp. 937-940. 
0. Rioul and P. Duhamel, “Note on ’A Remez exchange algorithm for 
orthonormal wavelets’,’’ Unpublished note available from the authors, 
1993. 

[ l l ]  0. Rioul and M. Vetterli, “Wavelets and signal processing,” IEEE SP 
Mag., vol. 8, no. 4, pp. 14-38, Oct. 1991. 

[I21 M. J. T. Smith and I. T. P. Barnwell, “Exact reconstruction techniques 
for tree-structured subband coders,” IEEE Trans. Acoust., Speech, Sig. 
Proc., vol. ASSP-34, no. 3, June 1986. 

[I31 P. P. Vaidyanathan, “Optimal design of linear-phase FIR digital filters 
with very flat passbands and equiripple stopbands,“ IEEE Trans. Circuits 
Sysr., vol. CAS-32, no. 9, Sept. 1985. 

[I41 P. P. Vaidyanathan and Z. Dokanata, “The role of lossless systems in 
modem digital signal processing: A tutorial,” IEEE Trans. Education, 
vol. 32, no. 3, Aug. 1989. 

Pierre Duhamel (M’87-SM’87) received the 
Ingtnieur degree in electrical engineering from 
the National Institute for Applied Sciences (INSA), 
Rennes, France, in 1975, the Dr. Ing. degree in 
1978, and the Doctorat es Sciences in 1986, both 
from Orsay University, France. 

From 1975 to 1980, he was with Thomson-CSF, 
Paris, France, where his research activities were 
in circuit theory and signal processing, including 
digital filtering and analog fault diagnosis. From 
1980 to 1993, he was with the National Research 

Center in Telecommunications (CNET), Issy-Les-Moulineaux, France, where 
his research interests were in the design of recursive CCD filters, fast Fourier 
transform and convolution algorithms, with application to adaptive filtering, 
spectral analysis and wavelet transforms. He is now with Ttlecom University 
(ENST), Paris, France, where his research activities include fast transform 
algorithms, image coding and compression, channel equalization, and array 
processing. 

From 1990 to 1992 he served as an associate editor for IEEE TRANSACTIONS 
ON SIGNAL PROCESSING, and is now associate editor for IEEE SIGNAL 
PROCESSING LETTERS. Dr. Duhamel is a member of the DSP Committee 
of IEEE. 


