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Abstract

In this paper, we first derive a necessary and sufficient condition for a bent
Boolean function by analyzing their support set. Next, using this condition and
the Pless power moment identities, we propose a construction method of bent func-

tions of 2k variables by a suitable choice of 2k-dimension subspace of F22k−1−2k−1

2 .
Further, we extend our results to the so-called hyper-bent functions.

Keywords: Boolean function, Walsh-Hadamard transform, bent function, hyper-bent
function, Pless power moment identity.
MSC 2010: 05A05, 06E30, 11T55, 94C10

1 Introduction

Boolean functions are used in many domains such as sequence theory, cryptography,
and design theory. Boolean functions that are used as cryptographic primitives must
resist affine approximation, which is achieved by having high nonlinearity. A Boolean
function defined on an even number of variables having maximum nonlinearity is called
a bent function. Such a function offers maximum resistance to affine approximation.
Although, bent functions are not directly used as cryptographic primitives to design
a secure cryptosystem due to their unbalancedness and since they are not of optimal
algebraic degree. Several classes of bent functions were constructed by Rothaus [17],
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Dillon [10, 11], Dobbertin [12], McFarland [15] and Carlet [1]. Till the constructions
and characterizations of bent functions hold interest among researchers since they have
maximum Hamming distance from the set of all affine Boolean functions and have very
nice combinatorial properties, which are important for designing good Boolean func-
tions. There are many cryptographic significant Boolean functions that are constructed
by modifying bent functions [12, 18, 19]. Bent functions are used as a primitive in some
ciphers like CAST [23], Grain [14] and hash function HAVAL [22].

For more details about bent Boolean functions, we refer to [2, 3, 5, 6, 4, 16, 20]. In
this paper, we characterize the support set of a bent function and provide a necessary
and sufficient condition for bentness.

Youssef and Gong [21] introduced a new class of Boolean functions which are sub-
classes of bent functions, so-called hyper-bent functions. A Boolean function f in n
variables is called hyper-bent if f(xi) is bent for any i coprime to 2n − 1. In [13],
Golomb and Gong proposed a new criterion to design a good Sbox that Sboxes should
not be approximated by a monomial permutation. For that, they have defined the ex-
tended Walsh-Hadamard transform (see (1)). Hyper-bent functions can be completely
characterized in terms of the extended Walsh-Hadamard transform. In fact, a Boolean
function defined over F2n (n even) is hyper-bent if and only if its extended Walsh-
Hadamard transform takes only the values ±2

n
2 . Till now, all the know hyper-bent

functions [7] belong to PSap, which is a subclass of partial spread introduced by Dil-
lon [10], and hyper-bentness mainly depends on the Kloosterman sums. In this paper,
we also derive a necessary and sufficient condition for bent and hyper-bent functions
which is based on their support sets. Next, using the Pless power moment identities
from coding theory, we succeed in proposing new construction methods for bent and
hyper-bent functions.

The paper is organized as follows. In Section 2, some basic definitions and known
results are described. In Section 3, we characterize the bent functions by means of
their support set and derive a construction method for bent functions by using the
Pless power moment identities. In Section 4, we extend our results to hyper-bent
functions.

2 Preliminaries and notation

Let F2 and Fn
2 be the prime field of characteristic 2 and the n-dimensional vector space

over F2, respectively. Any element x in Fn
2 can be written x = (x1, x2, . . . , xn), where

xi ∈ F2, 1 ≤ i ≤ n. The addition over F2 is denoted by ⊕. Let F2n be the extension
field of F2 of degree n and α be a primitive element of F2n . Any element x ∈ F2n

can be written as x =
⊕n−1

i=0 xi+1α
i, where xi+1 ∈ F2, 0 ≤ i ≤ n − 1. So, for the

fixed basis {α0, α1, . . . , αn−1} of F2n , there is a vector isomorphism between F2n and
Fn
2 , and any element x ∈ F2n can be identified with an n-bit binary string x ∈ Fn

2

of the form x = (x1, x2, . . . , xn). The trace function Trn1 : F2n → F2 is defined by
Trn1 (x) =

⊕n−1
i=0 x

2i and the inner product between two elements x, y ∈ F2n is defined
by Trn1 (xy). Let x,y ∈ Fn

2 . The addition and inner product of x and y are defined as
x⊕y = (x1⊕y1, x2⊕y2, . . . , xn⊕yn) and x ·y = x1y1⊕x2y2⊕· · ·⊕xnyn, respectively.
The weight of an element x ∈ Fn

2 is defined as wt(x) =
∑n

i=1 xi, the sum is over the
set of integers. The cardinality of a set S is denoted by #S, defined as the number of
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elements in S.
Any function from Fn

2 (or F2n) to F2 is called a Boolean function in n variables.
The set of n-variable Boolean functions is denoted by Bn. Any function f ∈ Bn can be
uniquely written as a multivariate polynomial of the form

f(x) =
⊕
a∈Fn

2

µax
a1
1 x

a2
2 · · ·x

an
n ,

where µa ∈ F2. Its polynomial form of f is called algebraic normal form. The algebraic
degree of f ∈ Bn is defined as deg(f) = maxa∈Fn

2
{wt(a) : µa 6= 0}. The support of

f ∈ Bn, denoted by supp(f), is the set of all nonzero inputs, i.e., supp(f) = {x ∈
Fn
2 : f(x) = 1}. The cardinality of the support of a Boolean function f is called

the Hamming weight of f , i.e., wt(f) = #supp(f). If the weight of an n-variable
Boolean function f is wt(f) = 2n−1, then f is called balanced. If the algebraic degree
of a Boolean function is at most 1, then it is called an affine function. The set of all
n-variable affine functions is denoted by AFn. Any affine function can be written as
la,ε(x) = a ·x⊕ ε, for all x ∈ Fn

2 , where a ∈ Fn
2 and ε ∈ F2. If ε = 0, then la,0 is a linear

function.
The Hamming distance between two n-variable Boolean functions f and g, denoted

by dH(f, g), is defined as dH(f, g) = #{x ∈ Fn
2 : f(x) 6= g(x)} = wt(f ⊕ g). The

Walsh-Hadamard transform of f ∈ Bn at a ∈ Fn
2 , denoted by Wf (a), is defined as

Wf (a) =
∑
x∈Fn

2

(−1)f(x)⊕a·x.

It is directly related to the so-called the Fourier transform of f , defined as:

f̂(a) =
∑
x∈Fn

2

f(x)(−1)a·x =
∑

x∈supp(f)

(−1)a·x.

We have Wf (0) = 2n − 2f̂(0) and for every a 6= 0, Wf (a) = −2f̂(a). The multiset
[Wf (a) : a ∈ Fn

2 ] for a Boolean function f ∈ Bn is called the Walsh-Hadamard spectrum
of f . The nonlinearity of f ∈ Bn is the minimum Hamming distance between f and
all affine functions and it is denoted by nl(f), i.e., nl(f) = ming∈AFn{dH(f, g)} =
ming∈AFn{wt(f⊕g)}. The relation between the nonlinearity and the Walsh-Hadamard
transform of f ∈ Bn is given by:

nl(f) = 2n−1 − 1

2
max
a∈Fn

2

|Wf (a)|.

From Parseval’s identity:
∑

a∈Fn
2
W2

f (a) = 22n, we deduce: maxa∈Fn
2
|Wf (a)| ≥ 2

n
2 ,

for any f ∈ Bn. Thus, the nonlinearity of any Boolean function f in n variables is
upper bounded by 2n−1 − 2

n
2
−1. If a function f achieves this nonlinearity bound with

equality, then f is called a bent function. It is also known that bent functions exist
only for an even number of variables. A function f ∈ Bn is bent if and only if, for
all a ∈ Fn

2 , we have Wf (a) = 2
n
2 (−1)f̃(a), for some function f̃ , called the dual of

f , which is also a bent function in n variables. It is clear that any bent function is
unbalanced, as Wf (0) 6= 0. The cardinality of the support of a bent function f ∈ Bn is

#supp(f) = 2n−1 − 2
n
2
−1(−1)f̃(0).
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A subclass of bent functions is made of hyper-bent functions, which have even
stronger properties than bent functions, and are defined as follows. Here we consider
the elements in F2n (this field being an n-dimensional vector space over F2, it can be
identified, as a vector space, with Fn

2 ).

Definition 1. A Boolean function f in n (even) variables is said to be hyper-bent if
the function x 7→ f(xi) is bent for every integer i co-prime with 2n − 1.

The extended Walsh-Hadamard transform of f ∈ Bn at a ∈ F2n , denoted byW i
f (a),

is defined as
W i

f (a) =
∑

x∈F2n

(−1)f(x)⊕Tr
n
1 (ax

i), (1)

where i is any integer co-prime to 2n − 1. A function f ∈ Bn is said to be hyper-bent
if |W i

f (a)| = 2
n
2 , for all a ∈ F2n and any integer i, co-prime to 2n − 1. It is clear that

any hyper-bent function is a bent function, but the converse is not true in general.
In this paper, the bent functions are constructed from selecting a particular num-

ber of binary vectors from a higher dimensional vector space. Necessary and sufficient
conditions are derived from the Walsh-Hadamard transform of a function, which makes
it easier to check their bentness. For constructing an n-variable bent function, n being

even, we need to find an n-dimensional vector subspace of F2n−1−2
n
2 −1

2 , such that the
Hamming weight of each nonzero element is either 2n−2 or 2n−2−2

n
2
−1. This construc-

tion avoids having to calculate the Walsh-Hadamard transform for proving bentness.
We extend it into a construction of hyper-bent functions; this is a little more complex
but the idea is roughly the same.

3 New characterizations and constructions of bent func-
tions

Let 0 and 1 denote the all 0′s and all 1′s vectors of Fn
2 , respectively. For any x ∈ Fn

2 , let
x̄ = x⊕ 1. In the sequel, n is an even positive integer. We know that (−1)ε = 1− 2ε,
where ε ∈ F2. Let us denote, for any a ∈ Fn

2 and f ∈ Bn:

Ef (a, 0) = {x ∈ supp(f) : a · x = 0} and Ef (a, 1) = {x ∈ supp(f) : a · x = 1}. (2)

We have:
f̂(a) = #Ef (a, 0)−#Ef (a, 1).

It is clear that Ef (0, 0) = supp(f), Ef (0, 1) = ∅, Ef (1, 0) is the set of even weight
elements in supp(f) and Ef (a, 0) ∪ Ef (a, 1) = supp(f), for any f ∈ Bn and a ∈ Fn

2 . If
f is a bent function in n variables, then for any a ∈ Fn

2

#Ef (a, 0) + #Ef (a, 1) = f̂(0) = 2n−1 − 2
n
2
−1(−1)f̃(0). (3)

Let us define δ0(a) = 1, if a = 0, otherwise δ0(a) = 0, which is called the Dirac (or
Kronecker) function at {0} over Fn

2 . We revisit in Proposition 2, Proposition 3 and
Corollary 4, some known results on the supports of bent functions. These results are
used to construct bent and hyper-bent functions.
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Proposition 2. Let f ∈ Bn be a bent function. Then for any nonzero a ∈ Fn
2

#Ef (a, 0) = 2n−2 − 2
n
2
−2
(

(−1)f̃(0) + (−1)f̃(a)
)

and #Ef (a, 1) = 2n−2 − 2
n
2
−2
(

(−1)f̃(0) − (−1)f̃(a)
)
,

where Ef (a, 0) and Ef (a, 1) are defined as in (2).

Proof. This is a direct consequence of (3) and of the following relation, valid for any
a ∈ Fn

2 :

f̂(a) = #Ef (a, 0)−#Ef (a, 1) = 2n−1δ0(a)− 2
n
2
−1(−1)f̃(a).

From Proposition 2, it is clear that if f ∈ Bn is a bent function, then for all nonzero
a ∈ Fn

2

(#Ef (a, 0),#Ef (a, 1)) ∈ {(2n−2, 2n−2 ± 2
n
2
−1), (2n−2 ± 2

n
2
−1, 2n−2)}.

Without loss of generality, let f̃(0) = 0. Then the cardinality of the support of an
n-variable bent function f is 2n−1 − 2

n
2
−1 and a necessary and sufficient condition for

bentness is derived in the next result.

Proposition 3. Let f ∈ Bn have Hamming weight 2n−1 − 2
n
2
−1. Then f is a bent

function if and only if, for any nonzero a ∈ Fn
2 , we have:

(#Ef (a, 0),#Ef (a, 1)) ∈ {(2n−2, 2n−2 − 2
n
2
−1), (2n−2 − 2

n
2
−1, 2n−2)},

where Ef (a, 0) and Ef (a, 1) are defined as in (2).

Proof. If f ∈ Bn is bent, then the condition on the weight shows that f̃(0) = 0, and
Proposition 2 shows our claim. Conversely, this same condition on the weight shows
thatWf (0) = 2

n
2 , and for any nonzero a ∈ Fn

2 , we have either (#Ef (a, 0),#Ef (a, 1)) =
(2n−2, 2n−2 − 2

n
2
−1), and then Wf (a) = 2(#Ef (a, 1) − #Ef (a, 0)) = −2

n
2 , or we

have (#Ef (a, 0),#Ef (a, 1)) = (2n−2 − 2
n
2
−1, 2n−2), and then Wf (a) = 2(#Ef (a, 1) −

#Ef (a, 0)) = 2
n
2 . Thus, Wf (a) = ±2

n
2 for all a ∈ Fn

2 , and f is bent.

From Proposition 3, we have the following information about the support set of a
bent function.

Corollary 4. Let f ∈ Bn be a bent function and f̃ be its dual with f̃(0) = 0. Then we
get the following properties.

• The cardinality of the set of all even weight elements in supp(f) is either 2n−2 or
2n−2 − 2

n
2
−1.

• The total number of elements in supp(f) such that, for 1 ≤ i ≤ n, the ith coordi-
nate is equal to 1, is either 2n−2 or 2n−2 − 2

n
2
−1.

• The support of f̃ is

supp(f̃) = {a ∈ Fn
2 : #Ef (a, 0) = 2n−2}.

5



Proof. The first two claims are clear from Proposition 3 (take a = 1 and a of Hamming
weight 1). The third claim is also clear since we know from Proposition 2 that supp(f̃) =
{a ∈ Fn

2 : f̃(a) = 1} = {a ∈ Fn
2 : #Ef (a, 0) = 2n−2}.

We know that a · x = a1x1 ⊕ a2x2 ⊕ · · · ⊕ anxn, where a,x ∈ Fn
2 . Let a ∈ Fn

2 with
wt(a) = r ∈ {1, . . . , n}, and let i1, i2, . . . , ir be the r indices such that ai1 = ai2 = · · · =
air = 1 (the other coordinates are equal to 0). Then a · x = xi1 ⊕ xi2 ⊕ · · · ⊕ xir . We
define then:

Af (i1 < i2 < · · · < ir, 0) = {x ∈ supp(f) : xi1 ⊕ xi2 ⊕ · · · ⊕ xir = 0},

where r ∈ {1, 2, . . . , n}. The next result is straightforward from Proposition 3; we state
it because it will be convenient to refer to it in the sequel.

Corollary 5. Let f ∈ Bn and the cardinality of supp(f) be 2n−1 − 2
n
2
−1. Then f is

a bent function if and only if, for all r ∈ {1, 2, . . . , n} and for all 1 ≤ i1 < i2 < · · · <
ir ≤ n, we have:

#Af (i1 < i2 < · · · < ir, 0) ∈ {2n−2, 2n−2 − 2
n
2
−1}.

We will need the Pless power moment identities, which could be found in [8].

Lemma 6. Let C be a binary linear code of length n and dimension k. Denote by
(A0, A1, · · · , An) and (A⊥0 , A

⊥
1 , · · · , A⊥n ) the weight distributions of C and its dual code

C⊥, respectively. Then the first three Pless power moment identities are the following:

n∑
j=0

Aj = 2k,

n∑
j=0

jAj = 2k−1
(
n−A⊥1

)
,

n∑
j=0

j2Aj = 2k−2
(
n(n+ 1)− 2nA⊥1 + 2A⊥2

)
.

The following shall play a crucial role in the construction of bent functions from

subspaces of the vector space F22k−1−2k−1

2 . It proves that there is no duplicate in the
elements of the support of the constructed bent functions.

Lemma 7. Let n = 2k be a positive integer. Let C be a binary linear code of length
2n−1−2k−1 and dimension n, and let G = [g1, · · · ,g2n−1−2k−1 ] (where g1, · · · ,g2n−1−2k−1

are column vectors) be a generator matrix of C. Suppose that wt(c) is equal to ei-
ther 2n−2 or 2n−2 − 2k−1 for any nonzero codeword c in C. Then gi 6= gj, for every
1 ≤ i < j ≤ 2n−1 − 2k−1.

Proof. Let C be the augmented code formed by including the all-ones vector with the
codewords of C. Note that, according to the hypothesis on the weights, the all-1 vector
is linearly independent of the codewords of C. Then C is a linear code of dimension
n+ 1 and length N = 2n−1 − 2k−1 with generator matrix

G =

[
1, 1, · · · , 1
g1, g2, · · · , g2n−1−2k−1

]
. (4)
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Denote (A0, A1, · · · , AN ) and (A
⊥
0 , A

⊥
1 , · · · , A

⊥
N ) the weight distributions of C and its

dual code C⊥, respectively. It is observed that
Aj = 0,

A2n−1−2k−1 = 1, j 6∈ {0, 2n−2 − 2k−1, 2n−2, 2n−1 − 2k−1},
A
⊥
1 = 0.

Using Lemma 6 yields{
Ai1+ Ai2 = 2n+1 − 2,

i1Ai1+ i2Ai2 = 2n
(
2n−1 − 2k−1 − 0

)
− 2n−1 − 2k−1,

where i1 = 2n−2 − 2k−1 and i2 = 2n−2. Then, Ai1 = Ai2 = 2n − 1. A standard
computation shows that

i21Ai1 + i22Ai2 +N2AN

= (2n − 1)
(
(2n−2 − 2k−1)2 + 22(n−2)

)
+N2

= (2n − 1)
[
(2n−2 + 2n−2 − 2k−1)2 − 2n−1

(
2n−2 − 2k−1

)]
+N2

= (2n − 1)
(
N2 − 2n−1

(
2n−2 − 2k−1

))
+N2

= 2nN2 − 2n−1
(
2n−2 − 2k−1

)
(2n − 1)

= 2nN2 − 2n−1(2k + 1)
(
22k−2 − 2k−1

)
(2k − 1)

= 2nN2 − 2n−1(2k + 1)
(
2k−1 − 1

) (
22k−1 − 2k−1

)
= 2nN2 − 2n−1(N − 1)N
= 2n−1N(N + 1).

Thus
∑N

i=0 i
2Ai = i21Ai1 +i22Ai2 +N2AN = 2(n+1)−2N(N+1). By the third Pless power

moment identity in Lemma 6, A
⊥
2 = 0. The desired result then follows from (4).

We introduce now our construction of bent functions:
Construction 1. Let n = 2k be a positive integer. Choose n binary vectors v1,v2, . . . ,vn,
of length 2n−1 − 2

n
2
−1 such that

wt

(
n⊕

i=1

εiv
i

)
∈ {2n−2, 2n−2 − 2

n
2
−1},

for all εi ∈ F2, 1 ≤ i ≤ n, except all zero. We define the function f ∈ Bn such that
supp(f) = {(v1j , · · · , vnj ) ∈ Fn

2 : 1 ≤ j ≤ 2n−1 − 2
n
2
−1}, where vij is the jth coordinate

of the vector vi.
The functions obtained are bent, according to Corollary 5. Indeed, the condition

on the weight of f in the hypothesis of the corollary is satisfied thanks to Lemma 7,
and the rest of the conditions is ensured thanks to the hypothesis of the construction.

Here the dimension of the subspace of F2n−1−2
n
2 −1

2 generated by v1,v2, . . . ,vn is

n. Thus, identifying a subspace of dimension n in F2n−1−2
n
2 −1

2 having weight 2n−2 or
2n−2 − 2

n
2
−1 (for all nonzero elements), we can easily construct a bent function in n

variables. Thus, the construction of a bent function is equivalent to the construction of a
linear code of length 2n−1−2

n
2
−1 and dimension n such that the weight of of any nonzero

codeword is 2n−2 or 2n−2− 2
n
2
−1. This construction also presents a characterization of

7



bent functions with 2k-variables by using linear codes of length 22k−1 − 2k−1. Another
characterization of bent functions via linear codes of length 22k was given in [9].

Given an n-variable Boolean function, we can check its bentness using Walsh-
Hadamard spectrum. But, it is difficult to construct a bent function by choice of
2n integer values 2

n
2 and −2

n
2 since we know that for any choice of 2n integer values

lies between −2n to 2n, the inverse Walsh-Hadamard transformation might not provide
a Boolean function in n variables. We can construct an n-variable bent function using
our construction method identifying n linearly independent binary vectors of length
2n−1 − 2

n
2
−1 one by one that are satisfied the conditions given in Construction 1. Fur-

ther, our aim is to develop an algorithm for which one can check that a given Boolean
function is bent or not. We know that f is bent if and only if f ⊕ 1 is bent. To check
the bentness of a given Boolean function f ∈ Bn, we follow the following method.

1. If #supp(f) 6= 2n−1 ± 2
n
2
−1, then f is not a bent function. If #supp(f) =

2n−1+2
n
2
−1, then consider the complement function g of f , that is, g(x) = f(x)⊕1

for all x ∈ Fn
2 , so that, the cardinality of the support set of g is 2n−1 − 2

n
2
−1.

2. Construct a binary matrix Mf of order n× (2n−1− 2
n
2
−1), whose column vectors

are the elements of support set of f . Let us denote the row vectors of Mf as
v1,v2, . . . ,vn.

3. If wt(ε1v
1 ⊕ ε2v2 ⊕ · · · ⊕ εnvn) ∈ {2n−2, 2n−2 − 2

n
2
−1}, for all εi ∈ F2, 1 ≤ i ≤ n

(except all zero), then f is bent. Otherwise, f is not a bent function.

Suppose f ∈ B2k is a bent function and #supp(f) = 22k−1 + 2k−1. Then we can
similarly prove that for any nonzero a ∈ F2k

2

(#Ef (a, 0),#Ef (a, 1)) ∈ {(22k−2, 22k−2 + 2k−1), (22k−2 + 2k−1, 22k−2)}.

We know that two functions f, g ∈ Bn are affine equivalent if and only if there
exist an element A in GL(n,F2), the set of all nonsingular binary matrices of order
n, and b ∈ Fn

2 such that g(x) = f(xA ⊕ b), for all x ∈ Fn
2 . It is also clear that

if two functions are affine equivalent, then their support sets have equal cardinality.
Suppose y = xA ⊕ b, for all x ∈ Fn

2 , where A = (aij)n×n ∈ GL(n,F2) and b ∈ Fn
2 .

Then yk =
⊕n

l=1 xlalk ⊕ bk, for all 1 ≤ k ≤ n. Define binary matrices Mf and Mg of
order n×#supp(f) corresponding to two n-variable Boolean functions f and g, whose
column vectors are the elements of supports of f and g, respectively. Thus, the ith row
vector, 1 ≤ i ≤ n, of Mf is related to the ith coordinate of the elements of support set
of f . Then we get the following remark.

Remark 8. Let f and g be two affine equivalent Boolean functions in n variables, i.e.,
g(x) = f(xA⊕ b), for all x ∈ Fn

2 , where A ∈ GL(n,F2) and b ∈ Fn
2 . Let Mf and Mg

be the two matrices defined as above for f and g, respectively.

• Let b = 0. Then all the row vectors of Mf can be expressed (maybe after swapping
some fixed, for all row vectors of Mf , positions) as nonzero linear combinations
of the row vectors of Mg.

• Let b 6= 0 and b = b′A, where b′ ∈ Fn
2 \ {0}. Without loss of generality, we

assume that wt(b′) = r, 1 ≤ r ≤ n. There are exactly r indices ij such that
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b′ij = 1, 1 ≤ j ≤ r. Let the row vectors of Mg be v1,v2, . . . , and vn. Define a

matrix M ′g such that if b′i = 1, then v̄i is the ith row vector of M ′g, otherwise vi

is the ith row vector M ′g. Then all the row vectors of Mf can be expressed (maybe
after swapping some fixed, for all row vectors of Mf , positions) as nonzero linear
combinations of the row vectors of M ′g.

Proof. Let y = xA⊕b = (x⊕b′)A, for all x ∈ Fn
2 , where A = (aij)n×n ∈ GL(n,F2) and

b = b′A, b′ ∈ Fn
2 . Then yk =

⊕n
l=1(xl ⊕ b′l)alk, for all 1 ≤ k ≤ n. Here (a1k, . . . , ank)

is a nonzero element of Fn
2 , for all 1 ≤ k ≤ n, since A ∈ GL(n,F2). Suppose b = 0.

Then b′ = 0, and we get the first claim. Let b 6= 0. Then b′ 6= 0, and define a matrix
M ′g from Mg such that if b′i = 1, then v̄i is the ith row vector of M ′g, otherwise vi is
the ith row vector M ′g. Then we get our second claim.

Now we extend the previous result and derive a necessary and sufficient condition
for the affine equivalence of two Boolean functions f, g ∈ Bn. Define a binary matrix
M ′g from Mg such that the ith row, 1 ≤ i ≤ n, of M ′g is equal to the ith row of Mg or
its complement.

Theorem 9. Two Boolean functions f and g in n variables are affine equivalent if and
only if there exist two nonsingular matrices P and Q of orders n× n and #supp(g)×
#supp(g), respectively, such that Mf = PM ′gQ, where M ′g is defined as above.

Proof. Let us denote the row vectors of Mg are v1, v2, . . . , vn. Suppose f, g ∈ Bn
are affine equivalent, i.e., g(x) = f(xA⊕ b), for all x ∈ Fn

2 , where A ∈ GL(n,F2) and
b ∈ Fn

2 . There exists an unique b′ ∈ Fn
2 such that b = b′A, and so, g(x) = f((x⊕b′)A).

Define a matrix M ′g from Mg as if b′i = 1, 1 ≤ i ≤ n, then v̄i is the ith row of M ′g,

otherwise vi is the ith row of M ′g. We consider P = AT , transpose matrix of A, and a
nonsigular matrix Q of order #supp(g)×#supp(g), which swap only column vectors,
if necessary. Then we get Mf = PM ′gQ. To prove the converse part, it is sufficient
to find a A ∈ GL(n,F2) and b′ ∈ Fn

2 such that g(x) = f((x ⊕ b′)A), for all x ∈ Fn
2 .

Let b′i = 1 if the ith rows of Mg and M ′g are complement to each other, otherwise
b′i = 0, 1 ≤ i ≤ n. The ith row of A is same as the ith column of P, 1 ≤ i ≤ n. Then
A is nonsingular and g(x) = f((x⊕ b′)A), for all x ∈ Fn

2 .

Let n = 2k. Suppose Pi, 1 ≤ i ≤ 2k−1, is a binary matrix of order k×2k−1 and row
vectors of Pi are ai1,ai2, . . . ,aik such that for any 1 ≤ i ≤ 2k − 1, wt(⊕k

t=1εita
it) = k,

where (εi1, εi2, . . . , εik) ∈ Fk
2, and (εi1, εi2, . . . , εik) 6= (εj1, εj2, . . . , εjk) for all 1 ≤ i 6=

j ≤ 2k − 1. Let us define 2k − 1 binary matrix Qi, 1 ≤ i ≤ 2k − 1, of order k × 2k−1

such that all column vectors are same, and column vectors of Qi and Qj are distinct
for all 1 ≤ i 6= j ≤ 2k − 1. Define a matrix M of order 2k × (22k−1 − 2k−1):

M =

(
P1 P2 · · · P2k−1
Q1 Q2 · · · Q2k−1

)
.

For any fixed choice of Pi’s and Qi’s, the row vectors of M provide a linear code of
length 22k−1−2k−1 and dimension 2k such that the weight of of any nonzero codeword
is 22k−2 or 22k−2 − 2k−1 since M is a support matrix corresponding to a bent function
in Maiorana-McFarland class of the form x · π(y). Here Pi and Qi are related to the
variables x and y, respectively.
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Suppose P0 and Q0 are two binary matrices of order k × 2k such that P0 is a zero
matrix and the column vectors of Q0 are all binary vectors of length k. Define a matrix
M ′ of order 2k × (22k−1 + 2k−1):

M ′ =

(
P0 P1 P2 · · · P2k−1
Q0 Q1 Q2 · · · Q2k−1

)
.

It is clear that 0 is not a column vector of Pi, 1 ≤ i ≤ 2k−1, otherwise wt(⊕k
t=1εita

it) 6=
k. Thus, all the column vectors of M ′ are distinct. For any fixed choice of Pi’s and
Qi’s, the row vectors of M ′ provide a linear code of length 22k−1 + 2k−1 and dimension
2k such that the weight of of any nonzero codeword is 22k−2 or 22k−2 + 2k−1 since
M ′ is a support matrix corresponding to a bent function in D0 class [1] of the form
x · π(y)⊕

∏k
i=1(xi ⊕ 1).

In Theorem 9, we can consider that Q is an orthogonal matrix of order #supp(g)×
#supp(g) such that each row and column have exactly one 1. So, Q is weight invariant,

i.e., wt(x) = wt(xQ), for all x ∈ F#supp(g)
2 . Knowing a bent function, we can construct

another bent function. Let us define RC(2n−1− 2
n
2
−1,F2) ⊂ GL(2n−1− 2

n
2
−1,F2) such

that if wt(x) ∈ {2n−2, 2n−2 − 2
n
2
−1}, then wt(xA) ∈ {2n−2, 2n−2 − 2

n
2
−1}. It is clear

that the matrix Q ∈ RC(2n−1−2
n
2
−1,F2). From Construction 1 we get the next result.

Corollary 10. Let f ∈ Bn be a bent function with #supp(f) = 2n−1−2
n
2
−1 and Mf be

the matrix corresponding to f . Suppose T ∈ RC(2n−1 − 2
n
2
−1,F2). Then the Boolean

function corresponding to MfT is bent.

Proof. Let f ∈ Bn be a bent function and u1,u2, . . . ,un be the row vectors of Mf .
From Corollary 5 we have wt(⊕n

i=1εiu
i) ∈ {2n−2, 2n−2 − 2

n
2
−1}, where εi ∈ F2, 1 ≤

i ≤ n, except all zero. Suppose the row vectors of MfT are v1,v2, . . . ,vn, i.e., vi =
uiT, 1 ≤ i ≤ n. The weight of any nonzero linear combination of vi, 1 ≤ i ≤ n, is
wt(⊕n

i=1εiv
i) = wt(⊕n

i=1(εiu
i)T ) = wt((⊕n

i=1εiu
i)T ) ∈ {2n−2, 2n−2− 2

n
2
−1}. The proof

is completed.

If f ∈ Bn is a bent function with #supp(f) = 2n−1− 2
n
2
−1, then we can rewrite the

necessary and sufficient condition given in Theorem 9 in more simple way. The rank of
the corresponding matrix Mf is n, so the n row vectors generate 2n−1 nonzero vectors
having Hamming weight either 2n−2 or 2n−2 − 2

n
2
−1. Let g ∈ Bn be a bent function

with #supp(g) = 2n−1 − 2
n
2
−1. To check the affine equivalence between f and g, we

follow the steps given below.

• We first define a binary matrix M ′g using Mg as the ith row of M ′g is either vi or
v̄i, where vi is the ith row of Mg, 1 ≤ i ≤ n.

• There exists a M ′g such that each row vector (maybe after swapping some fixed,
for all row vectors of Mf , positions) of Mf can be express as a nonzero linear
combinations of row vectors of M ′g.

If above condition is satisfied then f and g are affine equivalent, i.e., g(x) = f(xA⊕b),
for all x ∈ Fn

2 , where A ∈ GL(n,F2) and b ∈ Fn
2 depends on the choice of vi and

v̄i. Let b = 0 and the ith row vector ui of Mf be equal to ui =
⊕n

j=1 εjv
j , where

εj ∈ F2, 1 ≤ i, j ≤ n. Then the ith column of A is equal to (ε1, ε2, . . . , εn).
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Now we identify all bent functions which are affine equivalent to a know bent func-
tion. Suppose f ∈ Bn be a bent function with #supp(f) = 2n−1 − 2

n
2
−1 and the row

vectors of Mf are v1, v2, . . . , vn. Now, we derive all the bent functions which are
affine equivalent to f as following way.

• First we construct the sets A(δ1, δ2, . . . , δn) as

A(δ1, δ2, . . . , δn) = {ui ∈ F2n−1−2
n
2 −1

2 : ui = δiv
i ⊕ δ̄iv̄i, δi ∈ F2, 1 ≤ i ≤ n}.

• For each choice of δi ∈ F2, 1 ≤ i ≤ n, we choose any n linearly independent ele-
ments from linear span of A(δ1, δ2, . . . , δn), and from each choice we can construct
a bent function which is affine equivalent to f .

4 New characterizations and constructions of hyper-bent
functions

In this section, we derive a necessary and sufficient condition for hyper-bent functions.
The hyper-bent functions are usually defined over F2n . Here we identify any element
a ∈ F2n as a binary vector a ∈ Fn

2 . Let us denote, for any a ∈ F2n and f ∈ Bn:

Ef (i, a, 0) = {x ∈ supp(f) : Trn1 (axi) = 0}
and Ef (i, a, 1) = {x ∈ supp(f) : Trn1 (axi) = 1},

(5)

where i is an integer co-prime to 2n − 1. It is clear that Ef (i, 0, 0) = supp(f) and
Ef (i, a, 0) ∪Ef (i, a, 1) = supp(f), for all f ∈ Bn, a ∈ F2n and i, defined as in above. If
f is a hyper-bent function in n variables, then f is also bent, and so, for any a ∈ F2n

#supp(f) = #Ef (i, a, 0) + #Ef (i, a, 1) = 2n−1 ± 2
n
2
−1. (6)

It is clear that W i
f⊕1(a) = −W i

f (a), for all a ∈ F2n and i, co-prime to 2n − 1. Thus,
if f is hyper-bent, then f ⊕ 1 is also, and the converse is also true. Without loss of
generality, let #supp(f) = 2n−1 − 2

n
2
−1, in the rest of the paper. It is also known that

if i = 1, then f is bent, and so the results described in Sections 3 and 4 are same when
i = 1. Let f, g ∈ Bn be affine equivalent, i.e., g(x) = f(L(x)⊕ b), for all x ∈ F2n , where
L is a linear permutation over F2n and b ∈ F2n . Then for any a ∈ F2n

W i
g(a) =

∑
x∈F2n

(−1)g(x)⊕Tr
n
1 (ax

i) =
∑

x∈F2n

(−1)f(L(x)⊕b)⊕Tr
n
1 (ax

i)

=
∑

y∈F2n

(−1)f(y)⊕Tr
n
1 (a(L

−1(y⊕b))i) 6= ±2
n
2 , in general.

Thus, if f is hyper-bent then g may be not a hyper-bent function.

Proposition 11. Let f ∈ Bn be a hyper-bent function and #supp(f) = 2n−1 − 2
n
2
−1.

Then for any nonzero a ∈ F2n and i, co-prime to 2n − 1,

(#Ef (i, a, 0),#Ef (i, a, 1)) ∈ {(2n−2, 2n−2 − 2
n
2
−1), (2n−2 − 2

n
2
−1, 2n−2)},

where Ef (i, a, 0) and Ef (i, a, 0) are defined as in (5).
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Proof. For any hyper-bent function f ∈ Bn we know that W i
f (a) = ±2

n
2 for all a ∈ F2n

and i, co-prime to 2n − 1. So, for any nonzero a ∈ F2n , we have

±2
n
2 =

∑
x∈F2n

(−1)f(x)⊕Tr
n
1 (ax

i) =
∑

x∈F2n

(1− 2f(x))(−1)Tr
n
1 (ax

i)

= 2nδ0(a)− 2
∑

x∈supp(f)

(−1)Tr
n
1 (ax

i) = −2
∑

x∈supp(f)

(−1)Tr
n
1 (ax

i).

Thus, #Ef (i, a, 0)−#Ef (i, a, 1) = ±2
n
2
−1. From (6), we have #Ef (i, a, 0)+#Ef (i, a, 1) =

2n−1 − 2
n
2
−1, and so, combing these two equations we get the results.

Proposition 12. Let f ∈ Bn and the cardinality of supp(f) be 2n−1 − 2
n
2
−1. Then f

is a hyper-bent function if and only if for any nonzero a ∈ F2n

(#Ef (i, a, 0),#Ef (i, a, 1)) ∈ {(2n−2, 2n−2 − 2
n
2
−1), (2n−2 − 2

n
2
−1, 2n−2)},

where Ef (i, a, 0) and Ef (i, a, 1) are defined as in (5), for all i, co-prime to 2n − 1.

Proof. Let f ∈ Bn and #supp(f) = 2n−1 − 2
n
2
−1. Suppose f is a hyper-bent func-

tion. Then from Proposition 11, we get the necessary claim. To prove the converse
part, it is sufficient to prove that W i

f (a) = ±2
n
2 , for all a ∈ F2n and i, co-prime to

2n − 1. For any i, co-prime to 2n − 1, W i
f (0) = 2n − 2#supp(f) = 2

n
2 . For any

nonzero a ∈ F2n and i, co-prime to 2n− 1, we have either (#Ef (i, a, 0),#Ef (i, a, 1)) =
(2n−2, 2n−2 − 2

n
2
−1), and then W i

f (a) = 2(#Ef (i, a, 0) − #Ef (i, a, 1)) = 2
n
2 , or we

have (#Ef (i, a, 0),#Ef (i, a, 1)) = (2n−2− 2
n
2
−1, 2n−2), and then W i

f (a) = −2
n
2 . Thus,

W i
f (a) = ±2

n
2 for all a ∈ F2n and i, co-prime to 2n − 1. Hence, we get the result.

From Proposition 12, we also get some information about the support set of hyper-
bent functions which are similar as in Corollary 4.

Let α be a primitive element of F2n and F2n = {0} ∪ {αk : 0 ≤ k ≤ 2n − 2}.
Suppose f ∈ Bn such that f(0) = 0 and S = {k : f(αk) = 1, 0 ≤ k ≤ 2n − 2} with
#S = 2n−1 − 2

n
2
−1. From Proposition 12, we have the following remark.

Remark 13. Let f ∈ Bn, n even, such that f(0) = 0 and S be defined as above.
Then f is hyper-bent if and only if

∑
k∈S Trn1 (αik+t) ∈ {2n−2, 2n−2 − 2

n
2
−1}, for all

0 ≤ t ≤ 2n − 2, where gcd(i, 2n − 1) = 1.

Proof. Suppose α is a primitive element of F2n and a = αt ∈ F2n . Let f ∈ Bn such that
f(0) = 0 and S = {k : f(αk) = 1, 0 ≤ k ≤ 2n − 2} with #S = 2n−1 − 2

n
2
−1. Then for

any 0 ≤ t ≤ 2n − 2 and i, co-prime to 2n − 1, we have∑
k∈S

Trn1 (αik+t) = #{k ∈ S : Trn1 (αik+t) = 1} = #{x ∈ supp(f) : Trn1 (axi) = 1}

= #Ef (i, a, 1),

and so, from Proposition 12 we get the result.

Youssef et al. [21, Theorem 1] constructed a class of hyper-bent functions by consid-
ering a particular form of S so that the conditions are satisfied. Identify a hyper-bent
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function other than the ones obtained by Youssef et al. [21, Theorem 1] is till an open
problem.

For any a, x ∈ F2n , Trn1 (ax) can be identified as a · x = a1x1 ⊕ a2x2 ⊕ · · · ⊕ anxn,
where a and x are the n-bit binary strings corresponding to a and x, respectively. Let
πi be a permutation over F2n defined by πi(x) = xi, for all x ∈ F2n and i, co-prime to
2n− 1. An equivalent permutation over vector space is denoted by πi(x) = xi, x ∈ Fn

2 .
Let a ∈ Fn

2 with wt(a) = r, 1 ≤ r ≤ n, that is, there exist r indexes i1, i2, . . . , ir
such that ai1 = ai2 = · · · = air = 1 and other coordinates are equal to 0. Then
a ·x = xi1 ⊕xi2 ⊕· · ·⊕xir . For all 1 ≤ i1 < i2 < · · · < ir ≤ n and i, co-prime to 2n− 1,
let

Af (i, i1 < i2 < · · · < ir, 0) = {xi : x ∈ supp(f) and xii1 ⊕ x
i
i2 ⊕ · · · ⊕ x

i
ir = 0},

where r ∈ {1, 2, . . . , n}. We get the next result directly from Proposition 12.

Corollary 14. Let f ∈ Bn and the cardinality of supp(f) be 2n−1 − 2
n
2
−1. Then f is

a hyper-bent function if and only if for all r ∈ {1, 2, . . . , n} and for all 1 ≤ i1 < i2 <
· · · < ir ≤ n and i, co-prime to 2n − 1,

#Af (i, i1 < i2 < · · · < ir, 0) ∈ {2n−2, 2n−2 − 2
n
2
−1}.

It is clear that if #Af (1, i1 < i2 < · · · < ir, 0) ∈ {2n−2, 2n−2 − 2
n
2
−1}, then

#Af (2j , i1 < i2 < · · · < ir, 0) ∈ {2n−2, 2n−2 − 2
n
2
−1}, for any non-negative integer j.

From Lemma 7 and Corollary 14, we can construct an n-variable hyper-bent function,
where n is even, in the following way.
Construction 2. Let n be an even positive integer and S = {i : gcd(i, 2n − 1) =

1 and 1 ≤ i ≤ 2n − 1}. Choose #S subsets Ai, i ∈ S, of F2n−1−2
n
2 −1

2 , where the
cardinality of each subset Ai is n. For any i ∈ S, let Ai = {vi1,vi2, . . . ,vin}. Define
subsets Bi of Fn

2 using Ai, and B′i of Fn
2 using B1, i ∈ S (here B1 = B′1) as

Bi = {x ∈ Fn
2 : xj = vijk , 1 ≤ j ≤ n and for a fixed 1 ≤ k ≤ 2n−1 − 2

n
2
−1}

B′i = {y ∈ Fn
2 : y = xi, x ∈ B1} (xi is the binary representation of xi, x ∈ F2n)

such that the following conditions are satisfied.

• For any i ∈ S,

wt

 n⊕
j=1

εijv
ij

 ∈ {2n−2, 2n−2 − 2
n
2
−1},

where εij ∈ F2, 1 ≤ j ≤ n, except all zero.

• For any i ∈ S with i 6= 1, Bi = B′i.

Define a function f ∈ Bn such that supp(f) = B1. Then f is hyper-bent, according to
Lemma 7 and Corollary 14.

Let n = 2m and f ∈ Bn of the form f(x) = Trn1 (ax2
m−1), for all x ∈ F2n , where

a ∈ F2m . Then f is a bent function [10, 11] if and only if the Kloosterman sum Km(a)

is equal to 0, where Km(a) = 1 +
∑

x∈F∗
2m

(−1)Tr
m
1 (ax+ 1

x
). From [7, Lemma 1] we know
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that if Trm1 (a) = 1, then Km(a) 6= 0, and so f is not a bent function. Then f is not
hyper-bent.

Now we identify a hyper-bent function in 4 variables of the form g(x) = Tr41(αx
3),

for all x ∈ F24 , where α is a root of the primitive polynomial x4 ⊕ x3 ⊕ 1 over F2. It is
clear that α 6∈ F22 as α3 6= 1. We consider the normal basis {α, α2, α4, α8} and move
from F24 to F4

2 and converse. The support of g is supp(g) = {1, α, α5, α6, α10, α11}, the
corresponding vector representation is

supp(g) = {1111, 1000, 1010, 1110, 0101, 0110}.

Now we prove that the support set of g satisfy the conditions given in Corollary 14.
The matrix representation of the support set of g is

Mg =


1 1 1 1 0 0
1 0 0 1 1 1
1 0 1 1 0 1
1 0 0 0 1 0

 .

The subspace generated by the row vectors of Mg is

Rot(100010) ∪Rot(110110) ∪Rot(111100) ∪Rot(000000),

where Rot(x) is the set of all elements under the action of permutation group which
contains the rotations of 6 symbols. Thus, the weight of any nonzero elements are 2 or
4, and so, g is bent.

Denote S = {i : gcd(i, 15) = 1 and 1 ≤ i ≤ 15} = {1, 2, 4, 7, 8, 11, 13, 14}. If g is
hyper-bent if and only if the above conditions are true after ith power of all elements
of supp(g), where i ∈ S. When i = 2, 4 and 8, the binary representation of xi, x ∈ F24 ,
is shifted by 1, 2 and 3, respectively. So the corresponding matrix is just the row
interchange(s) of Mg, and so, the weight of any nonzero elements generated from row
vectors are 2 or 4. Let us denote the set of ith power of all elements of supp(g) be
{supp(g)}i and corresponding matrix M i

g, i ∈ S.
For i = 7: {supp(g)}7 = {1, α7, α5, α12, α10, α2} = {1111, 0011, 1010, 0111, 0101, 0100},
so

M7
g =


1 0 1 0 0 0
1 0 0 1 1 1
1 1 1 1 0 0
1 1 0 1 1 0

 .

Thus, the subspaces generated by the row vectors of Mg and M7
g are same.

For i = 11: {supp(g)}11 = {1, α11, α10, α6, α5, α} = {1111, 0110, 0101, 1110, 1010, 1000},
so

M11
g =


1 0 0 1 1 1
1 1 1 1 0 0
1 1 0 1 1 0
1 0 1 0 0 0

 .

Thus, the subspaces generated by the row vectors of Mg and M11
g are same.
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For i = 13: {supp(g)}13 = {1, α13, α5, α3, α10, α8} = {1111, 1100, 1010, 1101, 0101, 0001},
so

M13
g =


1 1 1 1 0 0
1 1 0 1 1 0
1 0 1 0 0 0
1 0 0 1 1 1

 .

Thus, the subspaces generated by the row vectors of Mg and M13
g are same.

For i = 14: {supp(g)}14 = {1, α14, α10, α9, α5, α4} = {1111, 1001, 0101, 1011, 1010, 0010},
so

M14
g =


1 1 0 1 1 0
1 0 1 0 0 0
1 0 0 1 1 1
1 1 1 1 0 0

 .

Thus, the subspaces generated by the row vectors of Mg and M14
g are same. Hence, g

is hyper-bent.
Now we consider a Maiorana–McFarland bent function h in 4 variables of the

form h(x1, x2, x3, x4) = x1x2 ⊕ x3x4, for all x ∈ F4
2. Then the support set of h is

supp(h) = {0011, 0111, 1011, 1100, 1101, 1110} = {α7, α12, α9, α13, α3, α6} (correspond-
ing elements over F24). Then

Mh =


0 0 1 1 1 1
0 1 0 1 1 1
1 1 1 0 0 1
1 1 1 0 1 0

 ,

and subspace generated by the row vectors of Mh is

{000000, 100010, 010100, 000011, 001100, 011000, 100001, 111001, 111100,

011011, 101101, 110110, 111010, 101110, 110101}.

So, the conditions described in Corollary 5 are satisfied. It seems that all elements of
the subspace generated by the row vectors of Mh belong to Rot(100010), Rot(000011),
Rot(111001), Rot(011011), Rot(111010) and Rot(000000). Thus, there is a difference
between the subspaces generated by the row vectors of Mg and Mh. Now we are going
to check the other conditions for hyper-bentness.
For i = 7: {supp(h)}7 = {α4, α9, α3, α, α6, α12} = {0010, 1011, 1101, 1000, 1110, 0111},
so

M7
h =


0 1 1 1 1 0
0 0 1 0 1 1
1 1 0 0 1 1
0 1 1 0 0 1

 .

The conditions given in Corollary 14 are not satisfied, so h is not hyper-bent.

5 Conclusions

Bent and hyper-bent functions are not classified. A complete classification of these
functions is elusive and looks hopeless. So, it is important to design constructions
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in order to know as many of (hyper)-bent functions as possible. In this paper, we
exhibit new characterizations and original construction methods for designing bent
and hyper-bent Boolean functions by analyzing their supports. Arguments from coding
theory have been used to derive such constructions. The given construction method is
promising especially for the case of hyper-bent functions for which no method has been
given since their introduction 20 years ago.
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