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Abstract

In order to improve the transmission reliability in current wireless communication systems, the

Hybrid Automatic ReQuest (HARQ) protocol is employed to manage the unknown time-varying channel.

The acknowledgments are fed back with delay on the return link. To fill up the idle time between a

transmission and its acknowledgment, parallel HARQ streams associated with different messages are

carried out. In this paper we improve on parallel HARQ by proposing a multi-layer HARQ protocol (also

called superposition coding or multi-packet HARQ), where a single transmission may carry information

on multiple messages. The multi-layer HARQ protocol works in presence of delay on the return link

as parallel HARQ does, and does not require additional feedback such as the channel state information.

It aims at improving the accuracy as well as the user’s delay distribution, thus achieving throughput

increase. Assuming capacity-achieving codes, we show that the proposed protocol outperforms parallel

HARQ in throughput, message error rate, and delay distribution. Using practical codes and decoding

algorithms the gains are as well significant, at the expense of the receiver’s complexity.

I. INTRODUCTION

Hybrid Automatic Repeat reQuest (HARQ) has become an important research field in the

wireless digital communications area during the last decade [2]–[9] since it enables to improve

the robustness of communication over fading channels. In multi-stream communication (where

different message streams may belong to the same user or not) orthogonal multiple access

techniques such as Orthogonal Frequency Division Multiple Access (OFDMA) may be used, as
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in 4G and 5G, to share the radio resources. The solution to manage HARQ over the different

streams is generally to mimic Time Division Multiple Access (TDMA). For instance, if the

streams belong to the same user, parallel Stop-And-Wait (SAW) HARQ [10], [11] (shortened

by parallel HARQ in the rest of the paper) is carried out, which processes in turn multiple

independent streams (up to 8 parallel streams in Long Term Evolution (LTE)). Some efforts

have been made for jointly designing HARQ and the multiple access technique. Assuming time-

slotted communications, the main idea lies in sharing the time slot in a smart way for example

between a stream and a retransmission belonging to another stream, instead of just applying

TDMA slot-by-slot. Different strategies are listed below.

• Time sharing of the time-slot: each message is separately encoded and modulated using a

specific rate in order to share a time-slot in the time domain; This policy enables to be less

rigid than a slot-by-slot allocation since the size of the retransmission packets are adapted

and tuned according to feedback information [12].

• Joint encoding: different messages are jointly encoded, then modulated into a single packet

sent in a time-slot. In this case, the messages are interleaved into each time-slot. Once

again, this approach is less rigid than a slot-by-slot allocation [13]–[15].

• Superposition coding: each message is separately encoded and modulated using a fixed

rate. The packets associated with different messages are then superposed in one time-slot

using a specific power allocation. This approach relies on Non Orthogonal Multiple Access

(NOMA) principle which has proven its superiority to the TDMA. This leads to the so-called

multi-layer based HARQ [16]–[21].

A combination of the previously-mentioned strategies can be proposed, as done in [21].

In this paper, we build on parallel HARQ in a single-user context. We propose a multi-

packet HARQ protocol which keeps parallel HARQ as a baseline, and on top implements

the superposition coding approach by adding layers that carry retransmissions. This aims at

improving the accuracy measured by the Message Error Rate (MER). In practical systems

the HARQ feedback messages (ACKnowledgment (ACK)/Negative ACKnowledgment (NACK))

arrive at the transmitter with a delay which may be important because of the propagation times,

the decoding processing time, and the reverse link scheduling (8 time-slots in LTE [11]). The

multi-layer HARQ protocol allows to anticipate a necessary retransmission before receiving the

NACK feedback, and this aims at improving the distribution of the delay at the receiver. As
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a consequence of improved accuracy and delay, the throughput, here defined as the average

number of correctly received information bits per channel use, is expected to improve as well.

Our protocol requires only ACK/NACK feedback, and no additional Channel State Information

(CSI) at the transmitter (which would be otherwise necessary with the time sharing approach).

Moreover, in contrast to the solutions based on the superposition coding approach in the literature

(see Section I-A), which assume instantaneous feedback, our protocol works also for delayed

feedback, as the parallel HARQ does.

Although arbitrarily many layers could be considered for the multi-layer HARQ protocol, we

restrict our attention to the case of two layers. A practical receiver needs in fact to manage

the interference between the superposed layers in order to decode the streams, with complexity

increasing with the number of layers. Restricting to two layers allows us to consider feasible

practical decoders, and to characterize analytically the achievable performance of the system.

The rest of the paper is organized as follows. In Section I-A we present a non-exhaustive

overview on multi-packet based HARQ protocols. In Section II we introduce the system model

and in Section III we describe and justify the proposed HARQ protocol based on superposition

coding. The achievable performance of two receiver’s decoders, one based on interference

cancellation and one considering interference as noise, is characterized in Section IV. Numerical

evaluations based on either capacity-achieving or practical codes of the proposed protocol are

conducted in Section V. The multi-layer HARQ improves over parallel HARQ in terms of

accuracy, delay and throughput. The numerical results explore the effects of the power assignment

on the layers, and assess the performance loss of a receiver considering interference as noise in

comparison with a receiver implementing interference cancellation. The performance gain of the

proposed protocol over parallel HARQ is maintained in the case of practical decoders as well.

Finally, concluding remarks are drawn in Section VI.

A. Related works

Before going further, we present a non-exhaustive overview of multi-packet based HARQ

protocols. In [16], a multi-layer based HARQ with superposition coding is proposed to improve

the throughput. Assumption is that the feedback is without delay. Assuming capacity-achieving

codes and a decoder treating the layer-interference as additional noise, a slight gain in throughput

for a given rate is observed while the rate adaptation coupled with a multi-layer transmission

enables a huge gain. In [17], a practical decoder based on Successive Interference Cancellation
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(SIC) with real codes is implemented for a similar setup to [16]. In [19], simulations close to

those of [17] have been carried out when only one retransmission and only one additional layer

are allowed and Quadrature Phase-shift Keying (QPSK) modulation is considered.

In [13], multi-layer based HARQ is done with the joint encoding for the retransmission phase.

The first transmission is done as usual by stacking the different streams. An extension is proposed

in [14] where perfect CSI is available to the transmitter side.

In [12], they consider multi-layer based HARQ with a time sharing approach for the re-

transmission phase. The rate adaptation per stream is done for each retransmission (in order

to fit the slot portion devoted to the dedicated stream) and relies on perfect past CSI, i.e.,

the accumulated mutual information (of each HARQ stream). Once again, the feedback is

without delay. Extensions are proposed in [20], [21] where the transmitter may choose between

the approaches (time-sharing, superposition coding and no additional layer) according to the

instantaneous ACK/NACK and accumulated mutual information. The problem is solved via a

Markov Decision Process (MDP).

In [15], a multi-layer based HARQ with joint encoding is optimized based on the knowledge

of the ACK/NACK without delay and additional CSI of the last transmissions. Note that similar

ideas have been applied in other contexts such as Transport Control Protocol (TCP). For instance,

in [18], a multi-layer HARQ with superposition coding is done when the number of pre-assigned

slots is equal to the maximum number of allowed transmissions. If the streams are decoded with

few transmissions, some slots are empty, hence wasted. With multi-layer technique, more streams

can be sent with fewer empty slots.

II. SYSTEM MODEL

We consider point-to-point transmission, slotted, with a time-slot corresponding to N channel

uses. During time-slot t the transmitter sends the N symbols xt . The vector xt may represent a

single packet or a superposition of two packets, as will be explained in Section III-A. It is sent

over a Rayleigh flat fading channel with coherence time equal to the time-slot duration. Let h(t)
denote the channel realization at time-slot t. The received signal at time-slot t is:

yt = h(t)xt + wt, (1)

where wt is an additive white Gaussian noise vector, with zero-mean and variance per component

equal to N0. The channel-to-noise gain is denoted by g(t) where g(t) = |h(t)|2N0
. The channel gain
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h(t) is assumed to be known by the receiver. The average channel gain σ2
h := E[|h(t)|2] is

assumed to be known by the transmitter since it can be fed back only when modified which is

not often as the coherence time of the average gain is much larger than the time-slot duration.

The value of σ2
h is actually related to the pathloss.

To enable the use of Incremental Redundancy (IR)-HARQ, each message mk , containing RN

information bits, is encoded via a mother code of rate R0, and then punctured into C codeword

chunks of index `, ` ∈ {1, 2, . . . ,C}. The `-th codeword chunk is modulated into a packet of

length N , denoted by pk(`). Packets relative to the same message may occupy C time-slots at

most, using the truncated HARQ mechanism.

The feedback is error-free and only composed of ACK or NACK of the considered messages.

We assume a feedback delay of T time-slots, which means that the feedback of the transmission

at time-slot t gets to the transmitter just before the beginning of time-slot t +T . The case T = 1

thus corresponds to a no-delay feedback. For the clarity of the presentation, we assume that the

receiver knows at the end of time-slot t if the considered messages at time-slot t are successfully

decoded or not, i.e. the decoding time has been assumed to be null. Extension and discussion

to non-vanishing decoding time is done in Section V-C. Moreover, a message is said in timeout

if it has not been ACKed after CT time-slots starting from its first transmission, corresponding

to the timeout in parallel HARQ.

III. PROPOSED PROTOCOL

We propose a protocol that enables the transmitter to anticipate the HARQ feedback by

sending, in advance to its correct reception, packets related to unacknowledged messages using

superposition coding. In contrast to previous works, where HARQ is considered without a delayed

feedback of multiple time-slots, the proposed protocol is designed to counteract this feedback

delay as well as to improve the throughput.

A. Transmitter strategy

In the proposed protocol, at each time-slot the transmitter selects a packet pk(`), based on the

ACK/NACK feedbacks, as in parallel HARQ. The transmitter may superpose to pk(`) a second

packet pk ′(`′), with k′ , k, even before receiving any feedback corresponding to previous

transmissions of message mk ′ . The idea is to send a redundant packet without waiting for the

feedback to arrive at the transmitter side, which enables the receiver to possibly decode mk ′
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without waiting for the next HARQ round. Accordingly, the transmission occurs in two layers

where:

• Layer 1 acts as the parallel HARQ protocol;

• Layer 2 corresponds to the transmission of additional redundant packets.

Note that layer 2 does not transmit a packet associated with a new message but rather a

redundant packet associated with an already-sent message. The idea is to improve the standard

parallel HARQ by ensuring a smaller delay, a better MER, and finally a better throughput.

Sending new messages on layer 2 while the other messages in layer 1 are not acknowledged

would degrade the delay and the MER since messages on layer 1 would not be better protected.

In order to keep the same energy at each time-slot, the superposed packet, belonging to the

second layer, uses the portion (1 − α) of the predefined energy per time-slot, while the packet

sent by the first layer uses the portion α of the energy, with α ∈ [0, 1]. The influence of α will

be investigated in Section V. The transmit vector xt is given by:

xt =


pk(`), if no superposition,
√
αpk(`) +

√
1 − αpk ′(`′), if superposition.

(2)

Note that the case of α = 1 corresponds to the parallel HARQ. Therefore, tuning α can only result

in improvements over parallel HARQ Note also that superposing many HARQ packets in the

same time-slot is limited by interference between the superposed packets. Although more layers

could be superposed in theory, we superpose two layers at most to avoid increasing the decoder

complexity in practical systems, since the decoder has to manage the interference between the

superposed layers.

At the beginning of time-slot t the transmitter knows the ACK/NACK related to the messages

sent up to time-slot t − T (because of the feedback delay). According to this knowledge, the

transmitter selects the packets to be included in xt . As anticipated, the first layer acts as parallel

HARQ. Therefore, if packet pk(`) was sent in the first layer at time-slot t − T , the reception

of a NACK relative to message mk just before time-slot t triggers the transmission of another

redundancy packet pk(`+1), as long as ` < C. Otherwise, the reception of an ACK of mk triggers

the transmission of a packet pk ′′(1) associated with a new message mk ′′ (never transmitted

before). The selection of the superposed packet in the second layer is done according to the

following principles: i) superposing packets related to the most recent messages of the first layer

to reduce the delay, ii) superposing unsent redundant packets to reduce the message error by
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using transmit diversity. Based on these principles, we describe the selection strategy by the

following rules (ordered by priority), which determine the choice of the superposed packet in

the second layer:

1) A packet pk ′(`′) cannot be superposed if message mk ′ is in timeout or previously ACKed.

2) As long as there are unacknowledged messages with unsent packets, the superposed packet

is the unsent packet of the lowest index `′ of the most recent message mk ′, with k′ , k

(different messages in the two layers).

3) If the transmitter already sent all the packets of all the unacknowledged messages that are

not in timeout, the superposed packet is the packet with the lowest index `′ that was not

previously sent in the second layer. (Notice that this packet has been already sent once, in

the first layer).

4) No packet is superposed to a packet of the first layer that has ` = C.

The first rule prevents larger delays than those provided by conventional parallel HARQ. The sec-

ond rule reduces the delay furthermore by sending redundant packets related to unacknowledged

messages in advance to the receiver’s feedback, and provides a diversity gain. Likewise, the

third rule provides more diversity gains by superposing packets related to different messages at

each time-slot, in addition to sending different Redundancy Version (RV)s corresponding to each

message in the second layer. Moreover, the fourth rule reduces the probability to drop messages

by forbidding interference during the last retransmission. Notably, this last rule is necessary in

order to simplify the decoding at the receiver side by limiting the number of messages (to be

decoded) in the buffer. In other words, one can check that, at each time-slot, at most T messages

are not previously ACKed nor in timeout, which means also that the feedback at each time-slot

contains at most T feedback bits (ACKs/NACKs).

Note that our protocol still works if Chase-Combining (CC) HARQ (also called Repetition

Time Diversity (RTD)) is carried out. As the redundant packet is then identical to the initial one,

the proposed protocol simplifies as follows: the rule 2) now just corresponds to send the packet

of the most recent message; the rule 3) vanishes since it does not make sense anymore.

In Section III-A1 we provide an example of the protocol, with C = 3 and T = 3. We remind

that we consider instantaneous decoding at the end of the time-slot t, although the feedback will

be available at the transmitter side after T time-slots.
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Figure 1: A realization of the proposed protocol (a) and the corresponding receiver buffer (b).

1) Example: This section presents a realization of the proposed protocol, illustrated in Fig. 1,

with parameters T = 3 time-slots (feedback delay) and C = 3 (HARQ transmission credits).

Hence, layer 1 acts as a HARQ mechanism with T = 3 parallel processes, while layer 2 represents

the superposed packets, chosen according to the rules detailed in Section III-A.

In layer 1, message m1 is sent at time-slot 1 through packet p1(1). The receiver fails to decode

and the NACK feedback F1 = {1}N is available to the transmitter just before time-slot 4, so that

the transmitter sends p1(2) at time-slot 4. Another NACK feedback F4 = {1}N on message m1 is

available to the transmitter just before time-slot 7, and the transmitter sends p1(3) at time-slot 7.

The message m1 is dropped at the beginning of time-slot 10 due to time-out. In time-slots 2 and

3 the two other parallel HARQ processes corresponding to messages m2 and m3 are initiated.

The feedback (F3 = {2, 3}A, {1}N ) corresponding to correct decoding of m2 and m3 but not of

m1 is available to the transmitter at the beginning of time-slot 6, where the transmission of a

new message m4 starts. Another new process is initiated at time-slot 8 with message m5. At
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the end of time-slot 9, m1 is in time-out, therefore, the transmission of a new message m6, via

p6(1), starts at t = 10, and so on. Note that the number of parallel HARQ processes in layer 1

is always equal to the feedback delay T = 3.

Layer 2 contains the packets to be superposed to layer 1 according to Eq. (2). These redundant

packets are selected according to the four rules in Section III-A. According to rule 2), there is no

superposition in time-slot 1. At time-slot 2, according to rule 2), packet p1(2) is superposed with

power fraction (1− α). The transmit vector in time-slot 2 is hence x2 =
√
αp2(1)+

√
1 − αp1(2).

Similarly, the layer 2 packets for time-slots 3, 4, and 5 are determined by rule 2). At time-slot

6 the only unsent packet corresponding to an unacknowledged message is p1(3). This packet is

chosen according to rules 1) and 2) and it is transmitted in advance to its transmission in layer

1. At time-slot 7, according to rule 4), no packet is superposed. During the next time-slots, the

superposition of packets in the second layer continues according to these rules, as depicted in

Fig. 1.

Notice that, due to the feedback delay of T = 3, m2 is retransmitted in layer 1 at time-slot

5 through packet p2(2), although this message was successfully decoded by the receiver at the

end of time-slot 3. The same remark applies to message m3 which is retransmitted in layer 2

via the packets p3(2) and p3(3) at t = 4 and t = 5, respectively. These useless retransmissions

are inevitable since the transmitter takes decisions in advance to the reception of the receiver’s

feedback. However, the early retransmission of p2(2) in layer 2 enabled the decoding of m2 at

time-slot 3. In other words, m2 is delivered to the receiver with a small delay of 2 time-slots

only (which is not possible using parallel HARQ protocol).

B. Receiver analysis

Due to multi-packet transmission, the received signals share common information. The receiver

attempts to decode multiple messages at each time-slot, using the current and previous observa-

tions. In the following we discuss the receiver’s observation window and buffer size. Then, we

explain the multi-bit ACK/NACK feedback vector Ft , and we specify the set of messages that

the receiver attempts to decode at time-slot t, denoted by Mt .

1) Buffer size: A received signal at time-slot t could share common information with another

received signal at any previous time-slot.

For instance, in the protocol’s realization in Section III-A1, decoding m4 at time-slot 12 could

benefit from the observations in all the previous time-slots. More precisely, at time-slot 6, p4(1)



10

is superposed to p1(3). Therefore, decoding m1 would help in decoding m4 by removing the

interference at time-slot 6, hence increasing the accumulated mutual information at the receiver

corresponding to m4, which helps in decoding m4. Vice versa, decoding m4 at time-slot 12

would help in decoding m1, since it removes the interference due to p4(1) at time-slot 6, hence

it increases the accumulated mutual information corresponding to m1 at the receiver, which helps

in decoding m1.

As a result, an optimal decoder would require an unlimited buffer size, however the buffer

size should be fixed for the following reasons:

• Decoding a message in timeout is not useful in most applications. If needed, a retransmission

of this message could be handled by upper layer protocols.

• If a message is in timeout, it is more likely that the accumulated mutual information associ-

ated with this message at the receiver at time-slot t, which is provided by the transmissions

before t − CT time-slots, is low. In other words, the benefit of considering more than CT

observations is low.

• In addition, the decoder becomes very complex if we consider an unlimited buffer size

(both in practice and using information theoretic analysis).

• Moreover, the buffer size is limited in practice.

Therefore, the receiver’s buffer consists of the last CT received signals. For decoding purposes,

the receiver would consider the undecoded messages in this observation window as interference.

Whereas, the decoded messages are removed from the observations, which enhances the decoding

performance. Keeping in the buffer the most recent CT observations, which correspond to the

most recent CT time-slots, is a trade-off between the decoder’s performance and the buffer size.

In the example in Section III-A1, only the observations from t = 4 to t = 12 (included) are

kept in the buffer at t = 12, which corresponds to the most recent CT observations (C = 3 and

T = 3). Moreover, decoding m1 at time-slot 12 is not useful, or could be assigned to upper

layer protocols, since m1 is timeout at t = 12. Moreover, decoding m1 failed before time-slot

12, hence it is more likely that the accumulated mutual information at the receiver related to m1

that is provided by the transmissions before time-slot 4, is low.

In summary, the buffer size is fixed to CT observations which induces sub-optimal decoding.

However, the performance degradation due to the limited buffer size is marginal.

2) Feedback vector: At the end of time-slot t, the receiver considers the observations of the

most recent CT time-slots. Since there are T parallel HARQ processes in this observation window,
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there are at most T undecoded messages (that are not in timeout). Therefore, the receiver attempts

to decode these messages. Considering the observation window and superposition coding, the

system is equivalent to a Multiple Input Single Output (MISO) channel with T (virtual) users,

where each user is associated with a message. The output of the receiver is the feedback vector

Ft , which will be available at the transmitter at the beginning of time-slot t + T . The feedback

vector Ft contains the ACK/NACK bits corresponding to the messages that i) are object of

decoding at time-slot t, and ii) will not be in timeout at time-slot t + T . Hereafter, we show

the realization of the proposed protocol that was explained in Section III-A1 from the receiver’s

perspective. The set of messages to decode Mt at time-slot t and the receiver’s buffer at t = 12

are shown in Fig. 1.

In this instance, m1 and m4 are object of decoding at time-slot 7, i.e. ,M7 = {m1,m4}. Also,

F7 contains the ACK/NACK bits corresponding to these messages. However, m1 will be in

timeout by time-slot 10. Hence, F8 does not contain feedback information corresponding to m1.

Notice that F8 will be available to the transmitter just before the start of time-slot 11. Moreover,

attempting to decode all messages, including the ones that will be in timeout, is beneficial

because it removes the interference that is introduced by superposition. This can be seen at

time-slot 8 where the receiver attempts to decode m1, m4 and m5, i.e. , M8 = {m1,m4,m5}.
Since m1 will be in timeout by time-slot 10, F8 contains only information about m4 and m5.

However, attempting to decode m1 (which is in timeout) is beneficial since it allows to remove

the interference on message m4 at time-slot 6.

IV. INFORMATION THEORETIC CHARACTERIZATION OF THE RECEIVER

In this Section, our objective is to characterize the conditions on the rate and on the channel

realizations to know the acknowledged or non-acknowledged messages at each time, i.e., to

describe Ft . The conditions depend on the selected decoder. We propose to consider two different

decoders:

• the Multi-layer based Decoder (MD): each involved layer at time t is seen as a signal to

be decoded (even if in time-out). As each layer can be seen as a flow/user, we apply the

optimal joint information-theoretic decoder coming from Multiple Access Channel (MAC)

rate region.

• the Single-layer based Decoder (SD): each interfering layer to the layer of interest is seen

as an additional Gaussian noise. We apply the optimal information-theoretic decoder when
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interference is treated as noise.

We consider that

• Mt is the set of messages that the receiver is attempting to decode at time-slot t.

• Tt is the set of messages in time-out belonging to Mt . The messages do not contribute to

Ft but may help the decoder to work in a better way.

• Dt is the set of successfully decoded messages belonging to Mt .

• Given Dt , we define Rt(Dt) as the achievable rate region where all messages in Dt are

successfully decoded and none of the messages in Mt \ Dt is.

According to the transmit protocol, if Dt is the set of successfully decoded messages at time

t, then we are able to describe Ft . For instance, at t = 8 in Fig. 1, we have M8 = {m1,m4,m5}
and T8 = {m1}. More precisely, if D8 = {m1,m4,m5} or D8 = {m4,m5}, then we obtain the

same F8 equal to {4, 5}A.

In order to characterize Ft , we need to evaluate the rate region Rt(Dt) for each Dt ⊆ Mt .

When Dt , {∅,Mt}, Rt(Dt) is obtained, by definition, taking the union of the rate regions where

the messages in Dt are successfully decoded (alone or simultaneously with other messages in

Mt \ Dt), and excluding the regions where the messages in Dt are simultaneously decoded

with at least another message in Mt \ Dt . We first denote by Qt(S) the rate region at time t

where the messages in a set S are successfully decoded (by the considered decoder) and the

messages outside S are modeled as noise. The region where the messages in Dt , and possibly

other messages in Mt , are successfully decoded is the union of Qt of any set of messages

that includes Dt , i.e. ,
⋃
Dt⊆S

Qt(S) [22]. The region where the messages in Dt are successfully

decoded, simultaneously with at least another message in Mt , is the union of Qt of any set that

includes Dt and at least another message from Mt \ Dt , i.e. ,
⋃

Dt⊂S,S,Dt

Qt(S) [22]. Therefore

we obtain

Rt(Dt) = ©«
⋃

Dt⊆S⊆Mt

Qt(S)ª®¬ \ ©«
⋃

Dt⊂S′⊆Mt,S′,Dt

Qt(S′)ª®¬
=

©«
⋃

Dt⊆S⊆Mt

Qt(S)ª®¬
⋂©«

⋃
Dt⊂S′⊆Mt,
S′,Dt

Qt(S′)
ª®®®¬ = Qt(Dt)

⋂©«
⋂

Dt⊂S⊆Mt,S,Dt

Qt(S)ª®¬ .(3)

When Dt = Mt , Eq. (3) is replaced with the following equation since the second term in the
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Right Hand Side (RHS) does not exist. So we have

Rt(Mt) = Qt(Mt). (4)

When Dt = ∅, we use the fact that the set of Rt(S) with any possible S ⊆ Mt is a partition

of the rate space. Thus, we get that Rt(∅) is the complementary of the union of all rate regions

for S , ∅, i.e. ,

Rt(∅) =
⋃

S⊆Mt,S,∅
Rt(S) =

⋂
S⊆Mt,S,∅

Rt(S). (5)

We remark that characterizing Rt(Dt), for any Dt ⊆ Mt , is equivalent to characterize each Qt(S)
for any S involved in Eqs. (3)-(4)-(5).

If we apply Eqs. (3)-(4)-(5) on Fig. 1, we obtain, for instance, the following sets for t = 1, 2, 3.

• Case t = 1: M1 = {m1}. So we have an unique D1 = {m1}. Therefore we have

R1(m1) = Q1(m1). (6)

• Case t = 2: M2 = {m1,m2}. So we have D2 = {m1}, or D2 = {m2}, or D2 = {m1,m2} or

D2 = ∅. This leads to

R2(m1) = Q2(m1)
⋂
Q2(m1,m2), (7)

R2(m2) = Q2(m2)
⋂
Q2(m1,m2), (8)

R2(m1,m2) = Q2(m1,m2), (9)

R2(∅) = Q2(m1)
⋂
Q2(m2)

⋂
Q2(m1,m2). (10)

• Case t = 3:M3 = {m1,m2,m3}. So we have D3 = {m1}, or D3 = {m2}, or D3 = {m3}, or

D3 = {m1,m2}, or D3 = {m1,m3}, or D3 = {m2,m3}, or D3 = {m1,m2,m3}, or D3 = ∅.
This leads to

R3(m1) = Q3(m1)
⋂
Q3(m1,m2)

⋂
Q3(m1,m3)

⋂
Q3(m1,m2,m3), (11)

R3(m2) = Q3(m2)
⋂
Q3(m1,m2)

⋂
Q3(m2,m3)

⋂
Q3(m1,m2,m3), (12)

R3(m3) = Q3(m3)
⋂
Q3(m1,m3)

⋂
Q3(m2,m3)

⋂
Q3(m1,m2,m3), (13)

R3(m1,m2) = Q3(m1,m2)
⋂
Q3(m1,m2 m3), (14)

R3(m1,m3) = Q3(m1,m3)
⋂
Q3(m1,m2 m3), (15)
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R3(m2,m3) = Q3(m2,m3)
⋂
Q3(m1,m2 m3), (16)

R3(m1,m2,m3) = Q3(m1,m2,m3), (17)

R3(∅) = Q3(m1)
⋂
Q3(m2)

⋂
Q3(m3)

⋂
Q3(m1,m2) (18)⋂

Q3(m1,m3)
⋂
Q3(m2,m3)

⋂
Q3(m1,m2,m3). (19)

(20)

In Fig. 1, at t = 3, no message is in time out which implies that all of them take part to F3. More

precisely, we have assumed that the rate belongs to R3(m2,m3) which leads to F3 = {2, 3}A, {1}N .

In order to pursue the rate region characterization, we need to describe the constraints on the

rate R to be in Rt(Dt). The characterization will depend on the decoder used at the receiver

side. In Section IV-A, we assume that the decoder jointly decodes all involved messages. In

Section IV-B, we assume that the decoder decodes each message of interest by considering all

the other ones as additive noise.

We mention that our analysis assumes that the codewords are large enough to allow the

use of standard information-theoretic results on capacity-achieving codes. This is often true for

practical systems employing parallel HARQ, as in current cellular networks. For systems using

short timeslots an adapted analysis may be performed using the results in [23].

A. Region characterization for the Multi-layer based Decoder (MD)

To describe Rt(Dt) for any involved Dt , we need to describe in the rate region Qt(S), for

any set of messages S. We remind that R is the rate of each message in S. According to [22],

if R ∈ Qt(S), then the rate satisfies

|U|.R ≤ I(XU ;Yt |XS\U), ∀U ⊆ S, (21)

where

• Yt is the set of observations (received signals) during the current time-slot and the most

recent CT time-slots, i.e. , Yt = [yt−CT, . . . , yt].
• XU represents the sent packets relative to the messages in U, and XS\U is interpreted

likewise.

• I(XU ;Yt |XS\U) is the mutual information between XU and Yt when XS\U are assumed to

be known.
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We remind that the packets taking part to Yt but whose the associated messages are not in S are

treated as additive noise. We also have to keep in mind that messages sent but already decoded

(which may occur due to the feedback delay) are directly removed at the receiver side, hence

do not take part to Yt , and are not present in Mt anymore.

In the following, we describe the rate inequalities for the involved sets Qt(S) with t = 1, 2, 3.

Extension to t > 3 is tedious but straightforward.

• Case t = 1: M1 = {m1}. According to Eq. (6), we just have to describe Q1(m1). At t = 1,

the available observations are

y1 = h(1)p1(1) + w1. (22)

Therefore, according to Eq. (21), we have

Q1(m1) = {R | R ≤ log(1 + g(1))}. (23)

In Fig. 1, we have assumed that this inequality was not satisfied which leads to F1 = {1}N .

• Case t = 2: M2 = {m1,m2}. According to Eqs. (7)-(10), we have to describe Q2(m1),
Q2(m2), and Q2(m1,m2). The available observations to decode at t = 2 correspond to the

received signals at t = 2 and t = 1. Thus we obtain
y1

y2

 =


h(1)1N 0

0
√

1 − αh(2)1N




p1(1)
p1(2)

 +


0
√
αh(2)1N

 p2(1) +


w1

w2

 . (24)

According to Eq. (21) and [24], we have

◦ Q2(m1) = {R | R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) )},
◦ Q2(m2) = {R | R ≤ log(1 + αg(2)

1+(1−α)g(2) )},

◦ Q2(m1,m2) =


R

���������
R ≤ log(1 + g(1)) + log(1 + (1 − α)g(2))
R ≤ log(1 + αg(2))
2R ≤ log(1 + g(1)) + log(1 + g(2))


.

We deduce from these inequalities and Eqs. (7)-(10) that the R2 are as in Fig. 2 where the

hatched parts belong to the red one. In Fig. 1, we have assumed that the rate R belongs to

R2(∅) which leads to F2 = {1, 2}N .

• Case t = 3:M3 = {m1,m2,m3}. According to Eqs. (11)-(18), we have to describe Q3(m1),
Q3(m2), Q3(m3), Q3(m1,m2), Q3(m1,m3), Q3(m2,m3), and Q3(m1,m2,m3). The available
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.
R

R

log(1 + αg(2))

log(1 + g(1)) + log(1 + (1− α)g(2))

log(1 + g(1)) + log
(
1 + (1−α)g(2)

1+αg(2)

)

log
(
1 + αg(2)

1+(1−α)g(2)

)

R2(m2)R2(m1,m2)

R2(∅)

R2(m1)

.

Figure 2: The regions R2 for the protocol described in Fig. 1.

observations to decode at t = 3 correspond to the received signals at t = 3, t = 2, and t = 1.

Thus we obtain
y1

y2

y3


=


h(1)1N 0

0
√

1 − αh(2)1N

0 0




p1(1)
p1(2)

 +


0 0
√
αh(2)1N 0

0
√

1 − αh(3)1N




p2(1)
p2(2)


+


0

0
√
αh(3)1N


p3(1) +


w1

w2

w3


. (25)

According to Eq. (21) and [24], we have

◦ Q3(m1) = {R | R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) )},
◦ Q3(m2) = {R | R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + (1−α)g(3)1+αg(3) )},
◦ Q3(m3) = {R | R ≤ log(1 + αg(3)

1+(1−α)g(3) )},

◦ Q3(m1,m2) =


R

���������
R ≤ log(1 + g(1)) + log(1 + (1 − α)g(2))
R ≤ log(1 + αg(2)) + log(1 + (1−α)g(3)1+αg(3) )
2R ≤ log(1 + g(1)) + log(1 + g(2)) + log(1 + (1−α)g(3)1+αg(3) )


,
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◦ Q3(m1,m3) =


R

���������
R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) )
R ≤ log(1 + αg(3)

1+(1−α)g(3) )
2R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) ) + log(1 + αg(3)

1+(1−α)g(3) )


,

◦ Q3(m2,m3) =


R

���������
R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + (1 − α)g(3))
R ≤ log(1 + αg(3))
2R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + g(3))


,

◦ Q3(m1,m2,m3) =



R

��������������������

R ≤ log(1 + g(1)) + log(1 + (1 − α)g(2))
R ≤ log(1 + αg(2)) + log(1 + (1 − α)g(3))
R ≤ log(1 + αg(3))
2R ≤ log(1 + g(1)) + log(1 + g(2)) + log(1 + (1 − α)g(3))
2R ≤ log(1 + g(1)) + log(1 + (1 − α)g(2)) + log(1 + g(3))
2R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + g(3))
3R ≤ log(1 + g(1)) + log(1 + g(2)) + log(1 + g(3))



.

In Fig. 1, we have assumed that the rate R belongs to R3(m1) which leads to F3 =

{2, 3}N, {1}A.

B. Region characterization for the Single-layer based Decoder (SD)

In many practical receivers, the various packets associated with different messages are decoded

separately by considering each other as a noise for the sake of simplicity. In this Section,

we will describe the rate regions Rt(Dt) when the decoder attempts to decode each involved

message separately by assuming the other ones as additive noise. We continue to assume capacity-

achieving codes.

Compared to Subsection IV-A, the unique difference is the way to characterize Qt . So Eqs. (3)-

(18) remain valid. We just modify Eq. (21) and the inequalities describing any Qt .

As in Subsection IV-A, we describe the rate inequalities for the involved sets Qt(S) with

t = 1, 2, 3. Extension to t > 3 is tedious but straightforward.

• Case t = 1: According to Eq. (6), we just have to describe Q1(m1). At t = 1, the

available observations are given by Eq. (22). As there is an unique message involved in

this observation, we obtain the same result as in previous Subsection. So

Q1(m1) = {R | R ≤ log(1 + g(1))}. (26)
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• Case t = 2: M2 = {m1,m2}. According to Eqs. (7)-(10), we have to describe Q2(m1),
Q2(m2), and Q2(m1,m2). The available observations to decode at t = 2 correspond to the

received signals at t = 2 and t = 1, and are given by Eq. (24). We have

◦ Q2(m1) = {R | R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) )},
◦ Q2(m2) = {R | R ≤ log(1 + αg(2)

1+(1−α)g(2) )},

◦ Q2(m1,m2) =
R

������ R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) )
R ≤ log(1 + αg(2)

1+(1−α)g(2) ).


For obtaining this Q2(m1,m2), we have assumed that the packets related to m2 were seen

as noise when the decoder attempts to decode m1 and vice-versa. We deduce from these

inequalities and Eqs. (7)-(10) that the R2 are as in Fig. 2 where the hatched blue/red part

belongs to the blue one, the hatched green/red part belongs to the green one, and the hatched

white/red part belongs to the white one.

• Case t = 3:M3 = {m1,m2,m3}. According to Eqs. (11)-(18), we have to describe Q3(m1),
Q3(m2), Q3(m3), Q3(m1,m2), Q3(m1,m3), Q3(m2,m3), and Q3(m1,m2,m3). The available

observations to decode at t = 3 correspond to the received signals at t = 3, t = 2, and t = 1,

and are given by Eq. (25). We have

◦ Q3(m1) = {R | R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) )},
◦ Q3(m2) = {R |R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + (1−α)g(3)1+αg(3) )},
◦ Q3(m3) = {R |R ≤ log(1 + αg(3)

1+(1−α)g(3) )},

◦ Q3(m1,m2) =
R

������ R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) );
R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + (1−α)g(3)1+αg(3) )

 ,

◦ Q3(m1,m3) =
R

������ R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) );
R ≤ log(1 + αg(3)

1+(1−α)g(3) )

 ,

◦ Q3(m2,m3) =
R

������ R ≤ log(1 + αg(2)
1+(1−α)g(2) ) + log(1 + (1−α)g(3)1+αg(3) );

R ≤ log(1 + αg(3)
1+(1−α)g(3) )

 ,

◦ Q3(m1,m2,m3) =


R

���������
R ≤ log(1 + g(1)) + log(1 + (1−α)g(2)1+αg(2) );
R ≤ log(1 + αg(2)

1+(1−α)g(2) ) + log(1 + (1−α)g(3)1+αg(3) );
R ≤ log(1 + αg(3)

1+(1−α)g(3) )


.

The different areas described by Qt are smaller when SD is employed instead of MD. The

difference corresponds to the loss in performance due to the suboptimality of the SD based

receiver.
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V. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed protocol with both decoders

when capacity-achieving codes (CAC) are employed and also when practical coding schemes

are carried out. In each case, conventional parallel HARQ is considered as a benchmark as well.

Except otherwise stated, the simulation setup is as follows: IR-HARQ with R = 0.8 is

implemented as described in Section II. Each component of the transmit vector xt is sent with

energy Es. According to Eq. (2), this energy Es is shared between superposed packets with

the power proportion α devoted to the first layer. The average channel gain is normalized, i.e.,

E[|h(t)|2] = 1.

The considered performance metrics are the following ones: the throughput defined as the

average number of correctly received information bits per channel use, the MER defined as the

average ratio of dropped messages over the number of sent messages, and the average delay

(shortened by delay) defined as the average number of elapsed time-slots between the first

transmission and the last one for the messages correctly decoded.

Before going further, we analyze the influence of the parameter α in the performance. We

consider the multi-layer decoder with capacity-achieving codes with C = 3 and T = 3. In

Fig. 3, we plot the throughput (on left), MER (on left), and the delay (on right) versus α, for

Es/N0 = −4dB, Es/N0 = 0dB, and Es/N0 = 4dB. For a given value of Es/N0, we observe that the

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

 0  0.2  0.4  0.6  0.8  1
10

-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

T
h

ro
u

g
h

p
u

t 
[b

it
s/

ch
an

n
el

 u
se

]

M
E

R

Power fraction α

Throughput, E
s
 / N

0
=-4dB

Throughput, E
s
 / N

0
= 0dB

Throughput, E
s
 / N

0
= 4dB

MER, E
s
 / N

0
=-4dB

MER, E
s
 / N

0
= 0dB

MER, E
s
 / N

0
= 4dB

1.0

1.2

1.4

1.6

1.8

2.0

2.2

2.4

2.6

2.8

3.0

 0  0.2  0.4  0.6  0.8  1

D
el

ay
 [

ti
m

e-
sl

o
ts

]

Power fraction α

Delay, E
s
 / N

0
=-4dB

Delay, E
s
 / N

0
= 0dB

Delay, E
s
 / N

0
= 4dB

Figure 3: Throughput (on left), MER (on left), and Delay (on right) versus α.

optimal values for α are different for each performance metric (for example, for Es/N0 = 0dB,

we have that α = 0.67 maximizes the throughput, α = 0.79 minimizes the MER, and α = 0.78
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minimizes the delay), but there is a plateau around each optimal value. This implies that applying

the optimal value of α associated with one metric does not disadvantage the other ones strongly.

However, α can be tuned according to the application requirements based on the sole knowledge

of the average channel gain. As visible in Fig. 3, the optimum values of α depend on the

considered Es/N0, although their variation is modest in the considered range. The value of α

maximizing the throughput is α = 0.75 for Es/N0 = −4dB, α = 0.68 for Es/N0 = 0dB, and

α = 0.67dB for Es/N0 = 4dB. In the remainder of this Section, for the sake of simplicity, at

each Es/N0, we select the value of α leading to the highest throughput even if we are looking

at the other performance metrics. In addition the optimal α is adapted to each decoder.

A. Performance for multi-layer decoder with capacity-achieving codes

We analyze the performance of our proposed protocol with the multi-layer decoder (applied

on capacity-achieving codes) and compare them with the conventional parallel HARQ. In this

Subsection, we consider C = 3 and T = 3, as done for the example provided in Fig 1 on

Section III-A1.

In Fig. 4, we plot the throughput versus Es/N0. The proposed protocol offers a significant
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Figure 4: Throughput versus Es/N0 (MD, CAC, C = 3, T = 3).

throughput gain compared to parallel HARQ at any Signal-to-Noise Ratio (SNR). For instance,

the gain in SNR is around 2dB at moderate SNR. In Es/N0 = 10dB, the gain in throughput is

about 10%. In addition, the throughput of the proposed protocol goes faster to the asymptotic
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value (here equal to R = 0.8) than the parallel HARQ. Consequently, our proposed protocol

offers a significant gain in throughput.

In Fig. 5, we plot MER versus Es/N0. We observe that the proposed protocol achieves much
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Figure 5: MER versus Es/N0 (MD, CAC, C = 3, T = 3).

lower MER than the parallel HARQ protocol since at MER = 10−5 (typical value for ultra-reliable

communications), the gain in SNR is around 3dB. This can be explained by the diversity order

achieved by our protocol. With C = 3, the parallel HARQ yields a diversity of 3 since each

message is transmitted at most C times. This diversity order is indeed obtained in Fig. 5. For

our proposed protocol, if the message is not well decoded, it is sent C times plus at least once

on the second layer. Consequently, the diversity order is at least C+1. When C = 3 and T = 3 as

in the example of Fig 1, the diversity order is actually 4 since the message m4 (which is never

positively acknowledged) is sent at time-slots 6, 8, 9, and 12. This diversity order is effectively

obtained in Fig. 5. Notice also that if the MER is the performance metric of interest for a specific

application, an other protocol could be advocated by forcing more retransmissions in order to

offer a higher diversity order at the expense of the delay.

In Fig. 6, we plot the delay versus Es/N0. The gain is slight especially at low and high

SNR. To better analyze the behavior of our proposed protocol, we suggest to look at the delay

distribution rather than the average delay. For each correctly decoded message, we evaluate the

number of elapsed time-slots denoted by d. The delay distribution is defined as the histogram

of the variable d.
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Figure 6: Delay versus Es/N0 (MD, CAC, C = 3, T = 3).

In Fig. 7, we plot the delay distribution versus Es/N0. In the figure, one bar corresponds to

one delay distribution. In the bar, the height of each box corresponds to the proportion (between

0 and 1) of the mentioned value for d in the legend. We consider that the delay distribution is

1 time-slot
2 time-slots
3 time-slots
4 time-slots
5 time-slots
6 time-slots
7 time-slots

86420-2-4-6-8
0.0

0.2

0.4

0.6

0.8

1.0

E� /N� [dB]

Figure 7: Delay distribution versus Es/N0 (MD, CAC, C = 3, T = 3). At each SNR, the left bar

stands for the parallel HARQ while the right bar stands for the proposed protocol.

better for our proposed protocol because the probability to receive a message with large delay is

smaller. The main reason lies in the granularity in d offered by our protocol. Indeed, the parallel

HARQ allows only the values 1 (first transmission), 4 (second transmission), and 7 (third and
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so last transmission) for d, while our protocol offers any value between 1 and 7 due to the

superposed layer. For both protocols, the maximum value for d is (C − 1)T + 1 leading to 7.

Notice that similar behaviors have been obtained for other set of parameters C, T , and R, but

not reported here due to space limitation.

B. Performance for single-layer decoder with capacity-achieving codes

We hereafter analyze the performance of our proposed protocol when SD is carried out with

related CAC. We compare it to our protocol when MD is used also with CAC and the parallel

HARQ. Hereafter, we consider C = 3 but T = 8 in order to be closer to LTE standards [11].

In Fig. 8, we display the throughput versus Es/N0. The proposed protocol with SD still offers
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Figure 8: Throughput versus Es/N0 (MD/SD, CAC, C = 3, T = 8).

a significant throughput gain with respect to the parallel HARQ. The gain in throughput for SD

is almost half the gain achieved with MD, and so is around 1dB. Once again, the throughput

even with SD goes faster to the asymptotic value.

In Fig. 9, we display MER versus Es/N0. Once again, the MER even with SD is better than

in parallel HARQ. Actually the diversity order is the same for both decoders related to our

protocol, explaining the same performance. But, as the throughput is smaller for SD than for

MD, the SD needs more retransmissions and may stay more time in the HARQ mechanism to

achieve the same MER. Next Figure devoted to delay confirms this statement.

The average delay is not reported here since as seen in Section V-A the delay distribution

is more relevant to analyze our protocol. In Fig. 10, we display the delay distribution versus
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Figure 9: MER versus Es/N0 (MD/SD, CAC, C = 3, T = 8).

Es/N0. Once again, the delay distribution even with SD is better since the probability to receive
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Figure 10: Delay distributions versus Es/N0 (CAC, C = 3, T = 8). At each SNR, the left bar

stands for the parallel HARQ, the central bar stands for the proposed protocol with SD while

the right bar stands for the proposed protocol with MD.

the message with a large delay is smaller. The distribution for MD is slightly better than for SD

which explains the degradation in the throughput observed in Fig. 8. Nevertheless, the proposed

protocol is robust to a worse decoder than the optimal one since it still offers better performance

than the parallel HARQ. When SD is employed, the complexity is of the same order of magnitude
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as the parallel HARQ. Indeed, at the transmitter side, our protocol just needs negligible extra

additions, and at the receiver side, the complexity of SD per message and time-slot is the same

as in parallel HARQ since inter-layer interference is seen as noise. Only the number of time-slots

per message increases since we attempt to decode each message more often.

C. Performance with capacity-achieving codes in more general setups

As the end of time-slot t corresponds to the beginning to time-slot (t + 1), in case of low

mobility, h(t) may be not independent of h(t − 1). Therefore, in Fig. 11, we plot the throughput

versus Es/N0 when MD is used and the channel has a Markov model given by

h(t) = β.h(t − 1) +
√

1 − β2.e(t)

where e(t) is an additive white Gaussian noise with zero-mean and variance σ2
h . We fix β = 0.5.
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Figure 11: Throughput versus Es/N0 (MD, CAC, C = 3, T = 8, correlated channel).

We observe that the gain in performance is maintained although the packets related to a given

message encounter fewer independent channel realizations due to their time correlation.

We also tested our protocol for MD with C = 3, T = 8 but a non-vanishing decoding time

denoted by Tp. We fix Tp = 3 as in LTE standard [11]. The presence of a non-vanishing decoding

time leads to modify the receiver design into two ways

• At time-slot t, the messages selected to be decoded are those present in the buffer [yt−CT, · · · yt]
such that they are not in timeout when the decoder has completed its decoding. As the
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decoding time is Tp, the messages involved for the first time in [yt−CT+Tp, · · · yt] will be

considered of interest (we remind that CT is the timeout value). Other messages will be

considered as noise. Consequently, the set of messages seen as noise may increase compared

to the case Tp = 0.

• We remind that the contributions of a correctly decoded message are removed for the future

observations. For, Tp = 0, once a message in [yCT, · · · , yt] is decoded, it is removed from

yt ′ with t′ > t. When Tp , 0, the message can be removed only from yt ′ with t′ > t + Tp.

Between time-slot t and t +Tp, the message is still under consideration for decoding if not

in timeout and seen as noise if in timeout. Once again, the set of messages seen as noise

may increase compared to the case Tp = 0.

As we observe only an insignificant difference with the throughput given in Fig. 8, we do not

report the simulation results.

D. Performance for a practical decoder with practical codes

We analyze the performance of our proposed protocol with a practical decoder (PD) (described

later) when practical convolutional codes (PCC) are used. We still continue to assume C = 3,

T = 8. The bits associated with one message are encoded using Rate-Compatible Punctured

Convolutional (RCPC) codes with a mother code’s coding rate R0 = 1/4. In order to ensure a

information rate R = 0.8 (in the first transmission), we consider puncturing tables of memory 4

and period 8, as in [25]. This leads to 3 codeword chunks of equal size. The codeword chunks

are then modulated using Binary Phase Shift Keying (BPSK) prior to transmission and stack

into the packet sent over the channel.

In the following, we describe the implemented PD. The suggested decoder is just slightly

more complex than the SD and can be applied in practical devices.

• As one packet pk(`) may be spread over several time-slots (according to the protocol

realization where one packet transmitted on layer 1 can be also available in other time-

slots in layer 2), we first perform a Chase combining of the received samples located in

these time-slots. Let zk(`) = {zk,n(`)}n=1,...,N be the output of the Chase combiner related to

the packet pk(`). It can be written as

zk(`) = βpk(`) +
∑

k ′∈Kk,`

βk ′pk ′(`k ′) + w (27)
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with w a Gaussian noise with zero-mean and variance N0, and Kk,` the set of other packets

involved in the time-slots where pk(`) is present. The scalars β and {βk ′}k ′∈Kk,`
stand for

the weights obtained after the Chase combiner.

• Then we calculate the Log Likelihood Ratio (LLR) of each bit of the packet k(`) based

on zk(n) without using the structure of the code. As BPSK is employed, the bit bk,n(`)
(corresponding to the n-th bit of packet pk(`) is only involved in the sample zk,n(`).
According to Eq. (27), the LLR of bk,n(`), denoted by LLR(bk,n(`)), is given by

LLR(bk,n(`)) = log
P(zk,n(`)|bk,n(`) = 0)
P(zk,n(`)|bk,n(`) = 1) (28a)

= log

∑
{dk ′}∈{−

√
Es,
√

Es} |Kk,` | exp
(
− |zk,n(`)−β−

∑
k ′∈Kk,` βk ′dk ′)|

2

N0

)
∑
{dk ′}∈{−

√
Es,
√

Es} |Kk,` | exp
(
− |zk,n(`)+β−

∑
k ′∈Kk,` βk ′dk ′ |2
N0

) , (28b)

We so obtain a sequence of LLR for each coded bit of each message (by doing the previous

derivations for any k and `).

• Then the sequence of LLR associated with one message is passed into a channel coding

decoder (Viterbi’s decoder in our case since the code is convolutional). This operation is

done for each message involved at the current time.

• Then a SIC is applied in such a way: the messages involved at the current time correctly

decoded in the previous set are removed from Eq. (27) associated with the uncoded mes-

sages. And the LLR of the uncoded messages are then updated once and also passed into

their Viterbi’s decoder.

• Finally, a ACK is sent if the message is correctly decoded, and a NACK otherwise.

Let us now analyze the performance. In Fig. 12, we show the throughput versus Es/N0. We still

observe a gain for our proposed protocol, typically, around 1dB for the throughput of interest.

Once again, the asymptotic value is reached much faster. Finally Fig. 12 is very close to Fig. 8

with a 4dB shift in SNR when the PD is assimilated to the SD.

In Fig. 13, we show the MER versus Es/N0. For medium MER (around 10−3), we have a

2dB gain in SNR which is significant. The expected diversity orders are also achieved despite

our suboptimal decoder. And we also observe that Fig. 13 is close to Fig. 9 with about a 4dB

shift in SNR when the PD is assimilated to the SD.

In Fig. 14, we show the delay distribution versus Es/N0. Once again, the delay distribution is

better with our proposed protocol since the probability to deliver with a high delay is smaller. As
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Figure 12: Throughput versus Es/N0 (PD, PCC, C = 3, T = 8).
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Figure 13: MER versus Es/N0 (PD, PCC, C = 3, T = 8).
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a conclusion, even with a low complex PD (since it requires roughly one extra SIC iteration), the

proposed protocol outperforms the conventional parallel HARQ. These observed performance
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validate the proof of concept for this protocol.

VI. CONCLUSION

This paper has introduced an enhanced version of parallel HARQ by allowing multi-packet

transmissions. The main idea is to allow a superposition of the current packet with a packet

of another message even before having received any feedback about it. With extensive numer-

ical simulations (with various receivers, various channel codes), we showed that the proposed

protocol outperforms the conventional parallel HARQ for the considered metrics (throughput,

MER, average delay, delay distribution) at the expense of a slightly higher complexity but

without additional signalling (just standard ACK/NACK) and without any modification of the

communication system infrastructure.

Future works related to this topic are numerous: i) more complex practical receivers may be

designed in order to increase the gap between the proposed protocol and the conventional one. ii)

The proposed protocol is well adapted to throughput and delay distribution but may be modified

to highlight other performance metrics. More layers can be also suggested. More importantly,

we do not know what is the best protocol according to a certain metric. iii) Therefore more

theoretical analysis of the protocol and the potential benchmarks have to be conducted.
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