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Abstract Over the last few years, holography has been

emerging as an alternative to stereoscopic imaging since

it provides users with the most realistic and comfortable

three-dimensional (3D) experience. However, high qual-

ity holograms enabling a free-viewpoint visualization

contain tremendous amount of data. Therefore, a user

willing to access to a remote hologram repository would

face high downloading time, even with high speed net-

works. To reduce transmission time, a joint viewpoint-

quality scalable compression scheme is proposed. At the

encoder side, the hologram is first decomposed into a

sparse set of diffracted light rays using Matching Pur-

suit over a Gabor atoms dictionary. Then, the atoms

corresponding to a given user’s viewpoint are selected

to form a sub-hologram. Finally, the pruned atoms are

sorted and encoded according to their importance for
the reconstructed view. The proposed approach allows

a progressive decoding of the sub-hologram from the

first received atom. Streaming simulations for a moving

user reveal that our approach outperforms conventional

scalable codecs such as scalable H.265 and enables a

practical streaming with a better quality of experience.
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1 Introduction

Contrary to conventional photography, holography has

the ability to record and reconstruct both amplitude

and phase information of the light wave scattered by a

3D object. In 1960, the invention of laser allows the op-

tical recording of interference patterns on photographic

plates [1]. With the rapid development of electronic de-

vices such as Spatial Light Modulators (SLM), image

sensors and high computational computers, the digital

capture and display of dynamic color holograms became

possible [2]. Digital holography has potential applica-

tion in microscopy [3], particle measurement [4], secu-

rity [5], storage [6], and 3D display systems [7,8]. The

latter use case is particularly considered in this paper.

The most of conventional 3D visualization systems
are based on stereoscopy to create a depth illusion from

two planar views by means of human binocular vision.

Despite its simple implementation, this technology ne-

cessitates special wearable glasses. Alternatively, mod-

ern 3D displays allow a depth perception to the naked

eye based on autostereoscopic techniques. The main

limitation of these (auto)-stereoscopic solutions is their

inability to provide the focus cue at the real depth of

the scene. Therefore, observer’s eye accommodation is

often in conflict with the vergence of eye-pair, which en-

tails headaches and eye-strain [9]. By contrast, digital

holography can account for all monocular and binocu-

lar visual cues including stereopsis, continuous parallax,

occultation and accommodation. As a result, it is con-

sidered as the ultimate technology for a natural and

comfortable 3D visualization.

Despite its attractive properties for 3D interactive

displays, digital holography presents some hardware and

software challenges that prevent for the time being, the

design of consumer holographic applications. In this
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study, we mainly address the signal processing issues re-

lated to compression and transmission. Indeed, a holo-

gram pattern is an accumulation of the light wavefronts

emitted by all the points of the scene. Consequently,

holograms with high visual quality and large Field of

View (FoV) will contain a massive volume of data (up to

gigapixels) corresponding to all possible viewpoints and

depths. A second bottleneck induced by holograms non-

local character is the fact that their signal properties

differ substantially from photographic images. Indeed,

a digital hologram is a non-stationary signal with high

frequency components, which makes the compression

difficult when using classical image or video encoders.

When considering these two constraints, the transmis-

sion of a 128K×128K monochromatic hologram using a

Wi-Fi connection of 50Mbps bandwidth would require

1 hour and 45 minutes ! Thus, it is obvious that to-

day’s wired/wireless communications channels will not

be able to transmit high resolution holograms in time

compatible with practical applications.

To reduce the size of digital holograms and then en-

able a rapid display of the 3D contents, efficient com-

pression algorithms must be applied to the hologram

before its transmission to the user. Since digital holo-

grams are encoded as 2D complex signals, a trivial so-

lution was to apply image and video coding standards

either on the real/imaginary or amplitude/phase rep-

resentation format. Accordingly, the JPEG2000 stan-

dard was deployed for hologram compression in mi-

croscopy applications with an extension using direc-

tional adaptive wavelet transforms and full-packet de-

composition [10]. The authors of [11] explored the use of

video codecs H.264/AVC (Advanced Video Coding) [12]

and H.265/HEVC (High Efficiency Video Coding) [13]

to compress phase-shifting holographic sequences. In [14],

an extension of HEVC was also proposed by designing

optimized directional transforms from the residuals of a

holographic training set encoded by HEVC. Despite the

rate-distortion optimization of these coding standards,

the obtained compression ratios are still very low for a

good quality of reconstruction.

To improve the compression performance, the use

of popular wavelets transforms has been investigated in

the literature [15,16]. More specified wavelets schemes

that match the statistical properties of holographic sig-

nals were designed using Bandelets transform [17] and a

vector lifting scheme [18,19]. Another category of works

considered the use of B-splines/Fresnelet [20,21] and

Gabor/Morlet [22,23] wavelets as an efficient tool to

deal with non-local nature of holograms due to their op-

timal space-frequency localization property. Recently, a

new compression paradigm was introduced in [24], using

Linear Canonical Transforms to construct a piece-wise

operator that models the diffraction of non-planar sur-

faces. Despite the remarkable performance gain brought

by these approaches compared to common compression

standards, they did not provide any insights into an

efficient scalable representation and coding.

Scalability has long been known as an effective tool

allowing access to very large datasets [25] since it al-

lows the user to quickly have a glimpse of the image

while downloading the enhancement information. Scal-

able coding has mainly be considered for images and

videos [26–28], but some preliminary work for scalable

hologram compression exist. For example, in [29,30] the

hologram is represented as a light-field by a spatial cut-

ting into small apertures. The obtained sub-holograms

are then encoded using a scalable video codec and trans-

mitted with respect to the viewer’s location. Unfortu-

nately, a strong speckle noise is caused by these ap-

proaches due to the small aperture size. To overcome

this limitation, a view-dependent compression scheme

using Gabor wavelets to extract the light rays emitted

in the viewer’s pupil is introduced in [31]. Despite the

good performance achieved by this technique in terms

of compression and viewpoint scalability, the study did

not take into account a progressive increase of quality

for each sub-hologram.

In this paper, we propose a coding framework that

combines viewpoint and quality scalability. This means

that a user first receives the data allowing him to visu-

alize the requested hologram from its current position,

with quality that increases along the time. When the

current viewpoint is received at its full quality level,

neighboring viewpoints can be transmitted. This fine-

grain level of scalability is possible thanks to the Gabor

representation of the hologram, and may be the en-

abling technology for a practical transmission of high

resolutions holograms. The remainder of the article is

outlined as follows: in Section 2, we give a background

on digital hologram representation, signal properties

and challenges related to scalable coding. In Section 3,

we present our proposed scalable compression scheme.

Experimental results are given in Section 4 and conclu-

sion in Section 5.

2 Digital holograms: representation, signal

properties and scalable coding challenges

Digital holography is the process of recording interfer-

ence patterns between an object wavefield and a refer-

ence beam. Digital holograms can be either optically ac-

quired or generated: in the first case, a charge-coupled

device (CCD) records the complex wavefield [32]. In

the second case, the hologram is numerically generated

from the synthetic 3D models or Multiview-Plus-Depth
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Fig. 1: Hologram formation from the scattered object

wave.

data (MVD) of the scene [33–35]. The obtained holo-

gram is called a Computer Generated Hologram (CGH).

In this section we give an overview on different encoding

formats, signal characteristics and scalable compression

issues of digital holograms.

2.1 Digital holograms representation

A digital hologram corresponds to the encoding of the

object light wave across a 2D surface. Two encoding

data formats of this wavefield are commonly used: real-

valued and complex-valued representations.

2.1.1 Real-valued representation

The object wave is encoded into a hologram with real

positive values. The incident reference wave can be mod-

ulated using either amplitude or phase information.

An amplitude hologram H is recorded as the in-

tensity of the interference between a reference wave

R : R2 7→ C and an object wave O : R2 7→ C, defined

such that

H = (O +R)(O +R)∗ = |O|2 + |R|2 + 2<{OR∗}, (1)

where C∗, |C| and <{C} are respectively the conjugate,

amplitude and real parts of the complex number C.

The numerical computation of Equation (1) simulates

the physical phenomenon of wave interference occurring

in conventional optical holography [36]. Generally, the

first two terms are not considered since they generate

undesirable zero diffraction order artifacts. Thus, all the

necessary holographic information is contained in the

third term 2<{OR∗}.
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𝒛𝒊
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Fig. 2: Zone of light contribution by a given point.

Phase holograms are obtained by modulating the

reference wave phase, and then have a better diffraction

efficiency than amplitude holograms. However, avail-

able optical sensors are not able to record phase in-

formation. Alternatively, iterative phase retrieval algo-

rithms [37] has been proposed to record the phase of the

object wave. Although the encoded data is reduced by

half, real-valued representation cannot reproduce reli-

ably the object wavefield since only amplitude or phase

information is recorded.

2.1.2 Complex-valued representation

This is the most complete representation since it allows

to control jointly the amplitude and phase of the object

light wave, yielding an accurate replication of the cap-

tured scene. Complex-valued holograms are represented

as complex numbers using either Real/Imaginary (R/I)

or Amplitude/Phase (A/P) representation. Another pos-

sible complex representation is obtained by comput-

ing the difference between multiple amplitude hologram

recordings with predefined shifted phases [32]. This tech-

nique is known as Phase-shifting holography. In the rest

of this article, the digital holograms complex-value rep-

resentation is considered.

2.2 Signal properties of digital holograms

For a better understanding of the holographic signal

characteristics, one has to apprehend how the complex

wavefield is formed by the light propagation.

Let us consider a 3D object represented with L dis-

cretized points as shown in Figure 1. The coordinate

system (x, y, z) is defined so that the hologram lies

on the (x, y, 0) plane. Every point i with coordinates

(xi, yi, zi) is considered to emit a spherical light wave.
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The object wave scattered by the scene into the holo-

gram plane can thus be computed as the sum of the L

spherical waves {Oi(x, y)}1≤i≤L emitted by the scene

points, such that

O(x, y) =

L∑
i=1

Oi(x, y) =

L∑
i=1

ai
ri
e[ j( kri+φi )], (2)

where ai is the amplitude of the point i, φi its phase

defined randomly and ri is the oblique distance, given

by

ri =
√

(x− xi)2 + (y − yi)2 + z2i . (3)

As depicted from Equation 2, a hologram gathers

intrinsically the superimposed beams of light diffracted

by the object points. Thus, the 3D information may

spread out over the whole hologram. Inversely, every

hologram pattern could contain information about the

entire captured scene.

Figure 2 presents the light beam emitted by a given

point with an angle αi. To avoid aliasing, αi should not

exceed the maximum angle of incidence on the holo-

gram ϕmax which is given by the grating equation [38]

such that

ϕmax = arcsin(λ fmax), (4)

where λ denotes the wavelength of light and fmax is the

maximum spatial frequency of the hologram.

According to the Nyquist sampling principle, the

maximum spatial frequency that can be represented

with a sampling pitch ∆ (distance between the cen-

ters of two adjacent pixels) is given by fmax = (2∆)−1.

Thus, according to Figure 2 and Equation (4), the max-

imal region that can be covered by the diffracted beam

in the hologram plane is given by its maximum radius

Ri,max = zi tan (ϕmax) = zi tan

[
arcsin

(
λ

2∆

)]
. (5)

As illustrated by Equation (5), the spreading out

nature of the hologram depends both on the distance

between the scene and the hologram plane as well as the

pixel pitch. For a given wavelength and sampling pitch,

the object points with deep depths will contribute to a

large number of hologram pixels and then the 3D infor-

mation will be more pervasive. On the other hand, for

a given depth, holograms with very small pixel pitch

(µm up to nm) presents a larger incidence angle which

means that the object light wave will spread over all the

pixels of the hologram. Consequently, the encoded holo-

graphic signal will present non-localized features with

very high frequency components. This property is then

the main difference compared to common images.

2.3 Scalable holographic coding challenges

The digital holograms scalable compression is a very

challenging topic that has not been extensively stud-

ied yet. As stated before, two main hurdles prevent the

use of scalable image or video codecs on holograms:

the first one is the tremendous amount of information

stored in its patterns and the second one is related to its

signal properties which differ completely from semanti-

cally meaningful images.

2.3.1 Large volume of data

A digital hologram contains all the 3D information about

the recorded scene at the cost of a massive data amount.

For instance, let us consider a monochromatic laser

(λ = 640 nm) and a target viewing angle of ϕmax = 55◦.

This results in a pixel pitch of ∆ = 0.4µm. Thus, gener-

ating a hologram of dimensions 10 cm×10 cm requires

an ultra-high resolution of 250K × 250K [39], that is

more than 60 Gpixels.

Given such volume of data, the deployment of adap-

tive streaming solutions such as MPEG DASH [40] where

the content is encoded at several quality levels, resolu-

tion and viewpoint, would be limited by the server com-

putation and storage capabilities especially for holo-

graphic video. This calls for an effective and fine-grain

scalable representation of digital holograms.

2.3.2 Specific hologram features

Since digital holograms have different signal character-

istics compared to conventional images, scalable im-

age/video coding schemes would be sub-optimal when

applied to holographic signals. Indeed, each pixel con-

tains information about the whole 3D scene and ad-

jacent pixels are highly complementary to form the

right wavefront in the reconstruction domain. Thus, di-

rectional spatial predictors and down/up sampling al-

gorithms used for spatial scalability are ineffective on

hologram patterns. Moreover, the relationship between

the distortion in the hologram and reconstruction do-

mains is not straightforward, which makes the quality

scalability more complicated. Finally, traditional image

and video scalable encoders would not explicitly take

into account the specific features of holograms, and in

particular their directionality: therefore, viewpoint scal-

ability would not be possible with such schemes.

3 Proposed scalable compression scheme

In order to overcome the aforementioned issues, a pos-

sible solution consists in expanding the hologram into
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Fig. 3: Overall block of the proposed method.

a set of analyzing wavelets whose intrinsic properties

are able to locally extract the directions of diffracted

light rays. Accordingly, we propose a scalable compres-

sion scheme based on a Gabor wavelets decomposition

which allows a scalability in terms of viewpoint and

quality. Figure 3 shows the overall block diagram of our

approach, which is composed of four steps. During the

offline computation, the hologram is first decomposed

over a family of 2D Gabor wavelets. Then, the over-

complete representation is sparsified using the Match-

ing Pursuit algorithm. The online computation corre-

sponds to the scalable part of our method. The view-

point scalability consists in selecting only the wavelets

which emit light rays to the observer window. Then,

the pruned wavelets are sorted with respect to their

importance for the reconstructed view, which enables a

scalability in terms of quality.

3.1 Gabor expansion

As stated before, the propagation of light tends to spread

out features that are initially well localized in the ob-

ject domain. Thus, an adequate transform is required

to minimize the energy spreading. Among various win-

dowed basis functions, Gabor atoms are known to pro-

vide the optimal trade-off between space and frequency

localization[41] with a compact support in both do-

mains. The mother wavelet is the product of a complex

exponential and a Gaussian function. It has been shown

that Gabor wavelets are well suited for processing and

reconstructing holographic signals [22,42].

3.1.1 2D discrete Gabor wavelets

A Gabor dictionary is obtained by shifting, dilating and

rotating the mother wavelet. Thus, a family of discrete

Gabor wavelets, in their 2D form, is given by

gl,p[x, y] = β exp

(
−f

2
l

σ2

(
a2 + b2

))
exp (2πiafl) , (6)

S

a

C

φ

θ

Δφ

𝑦

𝑧

𝑥

𝑡𝑦
𝑡𝑥

𝑧𝑜𝑏𝑠

𝑡′𝑦

𝑡′𝑥

Fig. 4: Diffraction spectrum S emitted by a Gabor atom

a.

where{
a = (x cos(θp) + y sin(θp))∆

b = (y cos(θp)− x sin(θp))∆,
(7)

β is a constant chosen such that gl,p has a unit L2 norm,

and σ controls the standard deviation of the mother

wavelet.

In Eq (6), (x, y) ∈ Z2 is the 2D shift discretized

parameter such that:
−Mx

2
≤ x < Mx

2

−My

2
≤ y < My

2
,

(8)

where (Mx,My) is the wavelet resolution.

The dilated frequency fl and the rotation angle θp
are discretized with L and P levels, respectively, such

that
fl =

fmax
sl

0 ≤ l < L

θp =
2pπ

P
0 ≤ p < P,

(9)

where the integers l and p are the indexes of discretiza-

tion corresponding to the dilation and rotation param-

eters, respectively.

3.1.2 Duality between Gabor wavelets and light rays

Figure 4 presents the example of a light ray emitted by

a Gabor atom a from t = (tx, ty) in the hologram plan

(HP). The direction of diffraction is given by (θ, φ),

where φ is related to the frequency of the Gabor wavelet

according to the grating equation (4). In the observer

plan (OP), the emitted light ray forms a diffraction
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spectrum S with center C and angular dispersion ∆φ.

The latter depends on the frequency dilation parame-

ter.

Accordingly, a discrete Gabor expansion of a holo-

gram H is generated by computing the inner-products

{< H, gl,p >} 1≤l≤L
1≤p≤P

between H and the Gabor dictio-

nary described in Equation (6). Thus, an overcomplete

set of N = NxNyLP atoms is obtained, where (Nx, Ny)

denotes the spatial resolution of H. Each atom corre-

sponds to a diffraction spectrum emitted from a given

position in the HP.

3.2 Matching pursuit

For compression purposes, when considering the en-

tire hologram, a sparse approximation algorithm called

Matching Pursuit (MP) is applied to reduce the size of

the redundant Gabor expansion. MP consists on select-

ing greedily, from an overcomplete decomposition, the

atoms that are the most correlated with the the current

residual. At each iteration, the residual is updated by

subtracting from the signal the contribution of the ex-

tracted atom. This process is repeated until the norm

of the residual converge to a small threshold [43]. For

a redundant Gabor representation of color digital holo-

grams, the MP algorithm can be applied in its vector

(VMP) or scalar (SMP) version as described in [23].

Thus, the MP K-expansion is a sparse representa-

tion of K atoms (K � N) such as

AK = {ak = (tk, lk, pk, ck), 1 ≤ k ≤ K}. (10)

Inversely, MP allows a hologram recovery from the
K extracted atoms through the approximating linear

combination

Ĥ =

K∑
k=0

ckglk,pk . (11)

To summarize the offline computation part, the dig-

ital hologram is first decomposed using a family of Ga-

bor wavelets, then a sparse MP expansion is generated

and stored in the server.

3.3 Viewpoint scalability

The hologram representation given in Equation (10)

provides a convenient way to generate sub-holograms

based on the observer’s locations. This functionality is

very important since it is useless to encode and send

the full hologram when the user is only watching at a

specific direction that could be represented by a much

smaller sub-hologram [44].

𝑦

𝑧

𝑥
𝑡′𝑦

𝑘

𝑎𝑘

𝑡𝑦
𝑘

𝑧𝑜𝑏𝑠
𝑧𝑟𝑒𝑐𝑜𝑛𝑠

Fig. 5: Adaptive selection process. The sub-hologram

HV is generated from the Gabor atoms having diffrac-

tion spectrums’ centers inscribed in V

Therefore, a viewpoint scalability may be achieved

by encoding the hologram into different sub-holograms

following the observer’s trajectory [31]. This would dras-

tically reduce the amount of data to transmit for a given

perspective and thus the time needed for a first visual-

ization of the scene.

A sub-hologram is generated from the set Ak by

adaptively selecting the subset of Gabor atoms emitting

light towards the viewer’s retina. Thus, one has to ex-

ploit the duality between Gabor wavelets and light rays.

As depicted in Figure 4, the coordinates of the diffrac-

tion spectrum’s center C(t′x, t
′
y) emitted by a Gabor

atom a from a position (tx, ty) is given by the relation{
t′x = tx + zobs tan(φ) cos(θ)

t′y = ty + zobs tan(φ) sin(θ),
(12)

where zobs is the distance between HP and OP.

Accordingly, Figure 5 illustrates the process of se-

lecting the relevant wavelets to generate a sub-hologram

with respect to the viewer’s position. It consists on

selecting all the Gabor atoms having diffraction spec-

trums’ centers included in the viewing window V (yel-

low ones) and discard all the remaining atoms (red

ones). Thus, the subset of M atoms defining the sub-

hologram HV corresponding to the field of view V is

given by

AV = {ak ∈ Ak | Ck ∈ V, 1 ≤ k ≤ K}. (13)

Finally, the numerical reconstruction RV of the sub-

hologram HV is obtained by propagating the cropped

wavefield in the OP to the reconstruction plane (RP).

RV is defined by

RV = P−zrecons
(Pzobs(HV)), (14)

where Pz(·) denotes the propagation operator for a dis-

tance z.
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3.4 Quality scalability

In a streaming experience where the user may have sev-

eral positions, i.e. viewpoints, it is highly preferable to

encode each sub-hologram at different levels of qual-

ity in a scalable way. This would enable a progressive

transmission of the holographic data based on the avail-

able network’s bandwidth. Indeed, the purpose of qual-

ity scalability is to encode the sub-hologram of a given

viewpoint into a single bitstream having several lay-

ers: a base layer to enable a rapid visualization of the

sub-hologram, and refinement layers to progressively

enhance the visual quality.

To achieve such goal, we propose to sort the atoms

of the set AV according to their importance for the re-

constructed wavefield. Since the quality of a given sub-

hologram depends on the amount of light emitted by

the Gabor atoms into the viewing window, the sorting

order depends on three criteria: (1) increasing distance

of the diffraction spectrum’s center Cm from the obser-

vation’s center O, (2) decreasing light intensity given

by the atom’s amplitude |cm|, (3) decreasing emission

cone’s size determined by the angular dispersion ∆φm.

Consequently, we define three functions fj : m ∈
[1,M ] 7→ [1,M ] that give the sorted position of the m-

th atom according to criterion (j). Then, the sorted set

AjV allowing the quality scalability for the sub-hologram

HV is given by

AjV = {afj(m), 1 ≤ m ≤M}. (15)

Moreover, an adaptive order can be defined by combin-

ing the three criteria. For example, AjV may be divided

into different subsets following a decreasing threshold

on amplitude and/or angular dispersion and then each

subset is sorted according to criterion (1).

For a static user, the set AjV is splitted into different

layers which means that the hologram may be displayed

from the first received atoms, i.e. from the base layer.

Then, the visual quality is progressively enhanced until

the highest quality is achieved.

When the user moves from a position O to O′, the

set AV is updated to a set AV ′ by removing all the

atoms that do not contribute for the new sub-hologram

HV’ and adding those that emit light rays into the view-

ing window V’ (viewpoint scalability). If V and V’

overlap, only the atoms whose diffraction spectrum’s

centers are inscribed into the window V’\V are trans-

mitted, following the sorting order given by Equation (15).

To anticipate any viewpoint switching lag caused by a

rapid observer movement, the atoms contributing for

the peripheral views can be transmitted once a good

reconstruction quality is attained for the current view.

C1

C2
C4

C5

Cm

C3

Observer Plane

O
V

Fig. 6: Spiral order in the OP. The diffraction spec-

trums’ centers are encoded differentially in a spiral scan

from the observation’s center O

3.5 Encoding consideration

For transmission purposes, a bitstream should be gen-

erated from the sorted set of atoms AjV . Thanks to the

straightforward relation of Equation (12), the diffrac-

tion spectrums’ centers in the observer window are en-

coded in the observer window instead of the atoms posi-

tions in the HP. Thus, the cost of encoding atoms posi-

tions is reduced from log2(Nx)+ log2(Ny) to log2(Vx)+

log2(Vy), where (Vx, Vy) is the spatial resolution of V.

Moreover, when considering the distance criterion, the

centers {Cm}1≤m≤M are differentially encoded using a

spiral scan order as shown in Figure 6. Then, the com-

plex coefficients {cm}1≤m≤M , the dilation and rotations

indexes are entropy encoded using context-adaptive arith-

metic coding as detailed in [23]. Thus, the generated

scalable bitstream for a sub-hologram HV is given by

BV = {(δm, lm, pm, [cm]), 1 ≤ m ≤M}, (16)

where δm is the difference between the coordinates of

two consecutive diffraction spectrums’ centers. [cm] is

the quantified value of the mth atom’s coefficient.

4 Experimental results

In all our experiments we use as quality metric the

PSNR (Peak Signal-to-Noise Ratio) between the im-

ages reconstructed from the original and compressed

holograms. We consider the total rate needed to encode

the real and imaginary part of the holographic signal
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Parameter Hologram

Piano8k : H1 Dices8k : H2

Resolution 8192 × 8192 8192 × 8192

Pixel pitch (µm) 0.4 0.4

zobs (cm) 0.208 0.218

zrecons (cm) 0.505 0.603

Wavelength (nm) (640, 532, 470) (640, 532, 470)

Table 1: Hologram parameters.

and we use the Bjontegaard Delta Rate [45] to compare

different compression algorithms.

For the simulation tests, a K-expansion AK is gen-

erated from color holograms using VMP, where K =
NxNy

4 . The obtained set of atoms is stored offline in

the server’s RAM memory. In the rest of the article,

our viewpoint-quality scalable compression scheme is

denoted by SVMP (Scalable VMP).

To evaluate the efficiency of the SVMP, we com-

pare its compression performance to an existing scal-

able codec such as the Scalable extension of HEVC

(SHVC) [46] which is an easy, off-the-shelf solution, and

a natural benchmark for our proposed coding scheme.

4.1 Hologram database description

We notice that our proposed approach is relevant for

both: optically acquired holograms and CGHs. Since

they are easier to acquire, CGHs are considered in our

experiments. Table 1 summarizes the parameters of two

color CGHs. These holograms are generated from syn-

thetic scenes using the methods described in [34,47].

The chrominance format of CGH is set to 4:4:4 with 8-

bit depth for each color’s channel (R, G and B). Since

the R/I format allows a better bit-rate allocation than

the A/P format [48], it is considered for all the encoding

process. Figure 7 shows the numerical reconstructions

of the non-compressed holograms for a central view-

point, i.e. an observer located at Ocenter = (0.16 cm,

0.16 cm) according to the coordinate system given in

Figure 1.

4.2 Comparison of the three sorting criteria for quality

scalability

In order to find the most effective sorting criterion, we

compare the compression results obtained by the three

criteria defined in Section 3.4. In this part of experi-

ments, a static user at position Ocenter is considered.

(a) H1 (b) H2

Fig. 7: Numerical reconstructions of the original holo-

grams for a central view.
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Fig. 8: R-D graphs comparison of the three sorting cri-

teria for a central view.

The R-D graphs corresponding to the numerical recon-

structions of the decoded sub-hologram of both holo-

grams H1 and H2 are presented in Figure 8. According

to the obtained curves, the sorting function f1 based

on the distance OC (criterion 1) allows the best scal-

able coding performance. Indeed, it achieves compres-

sion gains of 49.5% and 65.7% (BD-RATE) over the am-

plitude and angular dispersion scalability, respectively,

for the reconstructed view of H1. Moreover, the am-

plitude scalability outperforms the angular dispersion

one, especially at low and medium bitrates.

Thus, we can conclude that the atoms which emit

the nearest light rays to the viewer’s center are the most

important for the reconstruction and should be trans-

mitted first. In the rest of the simulation tests, the qual-

ity scalability based on the proximity of the light rays

to the observer’s center, i.e. distance OC, will be con-

sidered.

4.3 Streaming simulation

In the first part of streaming experiments, we consider a

moving user and we simulate the streaming of the sub-

holograms corresponding to its trajectory. We assume

that the observer has an horizontal trajectory with two
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(a) 1 s (b) 2.6 s (c) 4.5 s

(d) 1 s (e) 2.6 s (f) 4.5 s

Fig. 9: Numerical reconstructions of the decoded sub-holograms of Piano8k taken at different instants (see Online

Resource 1). The first row corresponds to SHVC and the second one to SVMP (our approach).
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Fig. 10: T-D curves for a simulated streaming of a mov-

ing user using SHVC and SVMP (our approach) - The

bandwidth is 30Mbps.

phases: the first phase in which the viewer is immobile

at a position Oleft = (0 cm, 0.16 cm), and the second

phase where the observer moves uniformly from Oleft
to a position Oright = (0.33 cm, 0.16 cm). We consider a

transmission bandwidth of 30Mbps, which corresponds

to a relatively high-speed wireless connection [49]. We

denote by ∆static
1 = 2.7s and ∆moving

1 = 4.8s the dura-

tion of the static and moving phases for the hologram

H1. ∆static
2 = 3.3s and ∆moving

2 = 5.2s are the dura-

tions of the two phases for the hologram H2.

For the benchmark solution (SHVC), the reference

software SHM12.4 is used to encode the real and imag-

inary parts of the original holograms. The base layer is

encoded with a QP of 50, whereas for the enhancement

layers the QP values vary from 48 to 40 with a step

of 2. This choice is a convenient trade-off between the

bitrate and distortion: for QP = 40, we achieve an ac-

ceptable image quality of 36dB with a bitrate of 200Mb.

A smaller QP would lead to higher bitrate: 400Mb for

a QP of 34. Since the software only support YUV 4:2:0

format for multi-layers, each hologram channel (R, G

and B) is encoded separately after converting it to the

YUV 4:2:0 format (using null chrominance channels).

It is judicious to note that the whole information about

the holographic signal is encoded offline by SHVC. The

decoding process is performed online and is indepen-

dent of the user’s movements.

The time-distortion (T-D) graphs of the streaming

simulation for both holograms using SHVC and SVMP

are presented in Figure 10. At each time instant we
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(a) 1 s (b) 2.5 s (c) 4.7 s

(d) 1 s (e) 2.5 s (f) 4.7 s

Fig. 11: Numerical reconstructions of the decoded sub-holograms of Dices8k taken at different instants (see Online

Resource 2). The first row corresponds to SHVC and the second one to SVMP (our approach).

consider the viewpoint that can be reconstructed with

each of the two methods, and we compute the PSNR

with respect to the same viewpoint but reconstructed

from uncompressed data. The blue cross markers corre-

sponds to the moments where a new layer is decoded for

SHVC. In that moments the PSNR increases sharply,

then it slowly fluctuates since the reconstructed view-

point changes as the user moves. In any case, the user

has to wait for the full reception of the base layer in

order to start the visualization.

As illustrated by the curves, our approach allows

a better performance in terms of scalability. Indeed,

SVMP achieves a PSNR of 30.6dB for the hologram

H1 after 1s, whereas SHVC attains only 28.2dB after

the same duration. Also, it takes approximately 4s for

SVMP to converge to a maximal reconstruction qual-

ity for the hologram H2, whereas SHVC would need

smaller QPs to achieve the same quality. We note that

the small fluctuations in the PSNR values during the

moving phase are due to the view changes.

These objective results are visually confirmed by the

numerical reconstructions given in Figure 9, Figure 11

Vs (mm/s) Vm (mm/s) Vf (mm/s)

H1 0.321 0.642 1.110

H2 0.296 0.593 1.026

Table 2: Speeds corresponding to slow (Vs), medium

(Vm) and fast (Vf ) viewpoint changes.

and Online Resources 1 and 2. As shown in the re-

constructions of Piano8k and Dices8k holograms using

SHVC, the shape and contrast of the scenes are highly

distorted after one second of transmission, which corre-

sponds to the base layer. Then, the enhancement layers

slowly improve the visual quality but still present some

visible noise that affects the color information. On the

other hand, these distortions are significantly reduced

by SVMP, which enables a good visual quality after

only one second of transmission and converge to a vi-

sually lossless quality after 4 seconds.

In the second test of streaming simulations, the in-

fluence of user’s velocity on its quality of experience is

studied. To this end, we consider three viewers’ speeds:
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Fig. 12: Streaming simulation for three viewing speeds: Vs (slow), Vm (medium) and Vf (fast) - The bandwidth is

30Mbps. (The crossmarks correspond to moments when the user reachs its last position. After this moments, the

user remains static.)

Vs, Vm and Vf , corresponding to slow, medium and fast

displacements, respectively. Table 2 summarizes the 3

speed values choosen for each hologram. These values

are computed by considering a user traversing the whole

horizontal trajectory (3.276mm) in a given duration.

We assume that the streaming will finish when all the

atoms of the K-expansion are downloaded. Moreover,

once the user reachs its final position, he remains static

until the end of streaming. The obtained T-D graphs

for both holograms are presented in Figure 12.

The T-D curves reveal two important results:

(i) During the moving phase, the reconstruction qual-

ity is degraded as the viewer’s speed increases.

(ii) At the end of the streaming, the reconstruction

qualities converge to the same value, regradless the

considered viewer’s speed.

In the following, we provide some explanations of these

phenomena.

In the moving phase, an average PSNR gain of 0.9dB

and 1.5dB is achieved for slow displacements compared

to medium ones, for H1 and H2, respectively. This re-

sult was expected, since for a slow viewpoint’s change

the user has more time to download the atoms of the

next view. For fast displacements, the quality of recon-

structed views decreases sharply after a short move-

ment duration (0.8s for H1 and 1.3s for H2).

Once the last viewpoint is attained, the remaining

atoms are sent progressively. This justify the fact that

the quality increases a second time in case of medium

and fast displacements, until reaching the same quality

achieved by slow displacements.

5 Conclusion

A scalable compression scheme of digital holograms has

been introduced in this paper. The proposed framework

is based on a sparse Gabor wavelets decomposition of

the holographic signal using Matching Pursuit. First,

the viewpoint scalability is achieved by selecting the

Gabor atoms that emit light rays to the viewer’s field of

view. Then, the quality scalability is obtained by sort-

ing these atoms according to their importance for the

reconstructed view. Finally, the generated bitstream al-

lows a progressive decoding based on the observer’s po-

sition and the quality of the reconstructed scene. This

is possible thanks to the fine-grain scalability provided

by the proposed encoding scheme.

The experimental results reveal that our approach

outperforms the conventional scalable coding scheme

based on HEVC and enables a rapid progressive decod-

ing with a better quality of experience. Thus, the pro-

posed method is a first step for an efficient streaming

of digital holograms with high resolutions.

As a future work, we plan to extend our approach

to holographic videos using an appropriate motion com-

pensation model to exploit the temporal correlations in

the 3D scene.
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7. Fahri Yaraş, Hoonjong Kang, and Levent Onural, “State
of the art in holographic displays: a survey,” Journal of
display technology, vol. 6, no. 10, pp. 443–454, 2010.

8. David Blinder, Ayyoub Ahar, Stijn Bettens, Tobias Birn-
baum, Athanasia Symeonidou, Heidi Ottevaere, Colas
Schretter, and Peter Schelkens, “Signal processing chal-
lenges for digital holographic video display systems,” Sig-
nal Processing: Image Communication, vol. 70, pp. 114–
130, 2019.

9. David M Hoffman, Ahna R Girshick, Kurt Akeley, and
Martin S Banks, “Vergence–accommodation conflicts
hinder visual performance and cause visual fatigue,”
Journal of vision, vol. 8, no. 3, pp. 33–33, 2008.

10. David Blinder, Tim Bruylants, Heidi Ottevaere, Adrian
Munteanu, and Peter Schelkens, “Jpeg 2000-based com-
pression of fringe patterns for digital holographic mi-
croscopy,” Optical Engineering, vol. 53, no. 12, pp.
123102, 2014.
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