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■ maxh( $\mathbf{A} X)$ or $\min h(\mathbf{A} X)$ ? (attained for Gaussian $X$ )
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## Max/Min Entropy Principle

Let $X^{*}$ be Gaussian with independent components $X_{i}^{*}$ of same entropies: $h\left(X_{i}^{*}\right)=h\left(X_{i}\right)$.

## Theorem (Minimun Entropy Principle)

$$
h(\mathbf{A} X) \geq h\left(\mathbf{A} X^{*}\right) \quad \text { with equality if } X \text { is Gaussian... }
$$

■ Closeness to normality by linear filtering
■ D. Donoho, "On minimum entropy deconvolution," in Applied Time Series Analysis II, Acad. Press, 565--608, 1981.
■ R. Zamir \& M. Feder, "A generalization of the entropy power inequality," IEEE Trans. IT, 39(5):1723, 1993.

- Application to deconvolution / blind separation where the equality condition is essential
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Purpose of this presentation
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- provide a simple "transportation" proof;
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## Simplest Nontrivial Case: $(m, n)=(1,2)$
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## Definition (Entropy Power [Shannon'48])

Entropy Power = Power of a Gaussian noise with the same entropy:

$$
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## The Entropy-Power Inequality (EPI)

The following result is derived in Appendix 6.
Theorem 15: Let the average power of two ensembles be $N_{1}$ and $N_{2}$ and let their entropy powers be $\bar{N}_{1}$ and $\bar{N}_{2}$. Then the entropy power of the sum, $\bar{N}_{3}$, is bounded by

$$
\bar{N}_{1}+\bar{N}_{2} \leq \bar{N}_{3} \leq N_{1}+N_{2}
$$

White Gaussian noise has the peculiar property that it can absorb any other noise or signal ensemble which may be added to it with a resultant entropy power approximately equal to the sum of the white noise power and the signal power (measured from the average signal value, which is normally zero), provided the signal power is small, in a certain sense, compared to the noise.
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1965 Blachman's exposition of Stam's proof in IEEE Trans. IT
1978 Lieb's proof using strengthened Young's inequality
1991 Dembo-Cover-Thomas' review of Stam's \& Lieb's proofs
1991 Carlen-Soffer 1D variation of Stam's proof
2000 Szarek-Voiculescu variant with Brunn-Minkowski inequality
2006 Guo-Shamai-Verdú proof based on the I-MMSE relation
2007 Rioul's proof based on Mutual Information
2014 Wang-Madiman strengthening using Rényi entropies
2016 Courtade's strengthening
2017 O. Rioul, "Yet another proof of the entropy power inequality," IEEE Trans IT 63(6):3595-3599, 2017 using normal transport

## A Simple Change of Variables

## Lemma (Inverse Function Sampling Method)
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## Lemma (Inverse Function Sampling Method)

If $U$ is uniform in $[0,1]$ and $X$ has c.d.f. $F(x)=\mathbb{P}(X \leq x)$, then $F^{-1}(U)$ has the same distribution as $X$.

## Proof.

$\mathbb{P}\left(F^{-1}(U) \leq x\right)=\mathbb{P}(U \leq F(x))=F(x)$.
Corollary (Monotonic Increasing Transport $T=F^{-1} \circ G$ )
Let $F$, $G$ be two c.d.f's. Then $X^{*} \sim G \Longrightarrow X=T\left(X^{*}\right) \sim F$.

## Proof.

$U=G\left(X^{*}\right) \sim$ uniform; $\quad T\left(X^{*}\right)=F^{-1}\left(G\left(X^{*}\right)\right)=F^{-1}(U) \sim F$.

## A Simple Change of Variables: Entropy

## Lemma (Change of variable [Shannon'48])

For any continuous $X, X^{*}$, monotonic increasing transport $T\left(X^{*}\right) \sim X$,

$$
h(X)=h\left(T\left(X^{*}\right)\right)=h\left(X^{*}\right)+\mathbb{E} \log T^{\prime}\left(X^{*}\right)
$$

## Proof.

Proof: make the change of variable $x=T\left(x^{*}\right)$ in

$$
h(X)=\int f_{X}(x) \log \frac{1}{f_{X}(x)} \mathrm{d} x=\int \underbrace{f_{X}\left(T\left(x^{*}\right)\right) T^{\prime}\left(x^{*}\right)}_{f_{X^{*}}\left(x^{*}\right)} \log \frac{1}{f_{X}\left(T\left(x^{*}\right)\right)} \mathrm{d} x^{*}
$$

■ in particular $h(a X)=h(X)+\log |a| \Longleftrightarrow N(a X)=a^{2} N(X)$;
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- But the Jacobian matrix of
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$\mathbf{T}_{\tilde{x} c}^{\prime}(\widetilde{X})=\mathbf{A T}^{\prime}\left(\mathbf{A}^{t} \widetilde{X}^{\prime}\right) \mathbf{A}^{t}=\mathbf{A T}^{\prime}\left(X^{*}\right) \mathbf{A}^{t}$ where $\mathbf{T}^{\prime}\left(X^{*}\right)=\operatorname{diag}\left(T_{i}^{\prime}\left(X_{i}^{*}\right)\right)$
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- Equality case?


## Equality Case

## Definitions

A component $X_{j}$ of $X$ is

- present in the linear mixture $\mathbf{A} X$ if $\mathbf{A} X$ depends on $X_{j}$ (the $j$ th column of $\mathbf{A}$ is non zero).
- recoverable from the the linear mixture $\mathbf{A} X$ if there exists a linear transformation (line vector $\ell$ ) such that $X_{j}=\ell(\mathbf{A} X)$ a.e. (i.e., $\exists \ell$ s.t. $\ell \mathbf{A}=(0 \cdots 0 \underbrace{1}_{j} 0 \cdots 0)$ ).


## Equality Case

## Definitions

A component $X_{j}$ of $X$ is

- present in the linear mixture $\mathbf{A} X$ if $\mathbf{A} X$ depends on $X_{j}$ (the $j$ th column of $\mathbf{A}$ is non zero).
- recoverable from the the linear mixture $\mathbf{A} X$ if there exists a linear transformation (line vector $\ell$ ) such that $X_{j}=\ell(\mathbf{A} X)$ a.e. (i.e., $\exists \ell$ s.t. $\ell \mathbf{A}=(0 \cdots 0 \underbrace{1}_{j} 0 \cdots 0)$ ).


## Theorem

Equality $h(\mathbf{A} X)=h\left(\mathbf{A} X^{*}\right)$ holds iff all unrecoverable components present in the mixture are Gaussian.

## Equality Case

## Definitions

A component $X_{j}$ of $X$ is

- present in the linear mixture $\mathbf{A} X$ if $\mathbf{A} X$ depends on $X_{j}$ (the $j$ th column of $\mathbf{A}$ is non zero).
- recoverable from the the linear mixture $\mathbf{A} X$ if there exists a linear transformation (line vector $\ell$ ) such that $X_{j}=\ell(\mathbf{A} X)$ a.e. (i.e., $\exists \ell$ s.t. $\ell \mathbf{A}=(0 \cdots 0 \underbrace{1}_{j} 0 \cdots 0)$ ).


## Theorem

Equality $h(\mathbf{A} X)=h\left(\mathbf{A} X^{*}\right)$ holds iff all unrecoverable components present in the mixture are Gaussian.

## Matrix Entropy－Power Inequality via Normal Transport

## International Conference on the Science of Electrical Engineering（ICSEE＇2018）



## Eilat，Israel，Dec．13， 2018

## Thank you for your attention！

IEEE Israel
Olivier Rioul \＆Ram Zamir
rioul＠telecom－paristech．fr zamir＠eng．tau．ac．il

