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Outlook

■ side-channel         communication channel 

■ optimal distinguisher  

■ known model 

■ partially known model 

■ empirical Results 

■ what comes next!
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Motivation

■ questions raised by the community 
!
!
!
!
!
!

■ question we would like to answer
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What distinguishes known distinguishers in terms of 
distinctive features?

Given a side-channel context what is the best distinguisher 
among all known ones?

Given a side-channel scenario what is the best distinguisher 
among all possible ones?
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SCA as a communication channel
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leakage

device-specific  
function

algorithmic-specific  
function

input/output secret key
noise
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Optimal distinguishing rule
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■ minimize the probability of error

Template attack 
[Chari+2002]
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Optimal attack when the model is known
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Optimal Attack when the model is known

!
!
!
!
!
!
!
!

■ most publications considered Gaussian noise 
■ furthermore we investigate in uniform and Laplacian 

noise
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Gaussian noise distribution
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■ the optimal attack is independent on  
■ for large number of traces the last term becomes key-

independent but plays an important rule otherwise 
■ for large number of measurements the optimal 

distinguisher approximates to the covariance and the 
correlation 

■ but not with the absolute value!
[Mangard+2011]
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Uniform and Laplacian noise
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Laplacian uniform
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Uniform and Laplacian noise
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!
!
!
!
!
!
!
!

■ novel distinguishing rules 
■ cannot be approximated by correlation or covariance
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Model known on a proportional scale
■ Model only known on a proportional scale 
 
 
where a and b are unknown and  

■ One has to minimize

11



Institut Mines-Télécom COMELEC department

Mono-bit leakage model

■ w.l.o.g.  
■ then                is equal to the number of measurements  
!
!
!
!

■ not equivalent to the difference-of-means test [Kocher+1999] 
!
!
!

■ nor to the t-test improvement [Coron+2000]
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Model only partially known

■ leakage arising from a weighted sum of bits 
!
!
!
!

■ weights are unknown, epistemic noise is present 
■ assumption about the weights  

■ unknown 
■ normally distributed 
■ fixed over over one experiments/ 

over a set of traces

13



Institut Mines-Télécom COMELEC department

Model only partially known

■ if ESNR is small we recover the distinguisher when the model 
is known 

■ in contrast to linear regression the weights are not explicitly 
estimated
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Empirical evaluation: known model

■ known model, only stochastic noise 
!

■ Compared distinguisher
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Gaussian noise
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sigma = 1 sigma = 6
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Laplacian noise
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sigma = 1 sigma = 6
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Uniform noise
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sigma = 1 sigma = 6
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Gaussian noise: partially unknown model

■ stochastic scenario 
!
!
!
!
!

■ optimal distinguisher compared  with Linear regression 
attack (LRA)
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Gaussian noise: partially unknown model
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Gaussian noise: partially unknown model
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■ Transformed the problem of SCA into a 
communication theory problem to derive optimal 
distinguisher in a given context 

■ known leakage model:  
■ Gaussian noise: optimal distinguisher close to CPA 

for low SNR 
■ apart from Gaussian noise: optimal distinguisher 

differ from any known distinguisher 
■ partially unknown leakage model: optimal distinguisher 

performs better than LRA in the given context
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Conclusion

A mathematical study should prevail in side-channel analysis!
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Future work

■ Quantify the gain in terms of numbers of traces 
required to break the key, in concrete setups 
(feasibility OK on DPA contest v4). 

■ preliminary step to determine the underlying scenario 
■ application to higher-order attack (under submission)
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Thank you!!
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Questions?
to appear in CHES 2014, extended paper on eprint
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